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Abstract

Distributed Denial of Service (DDoS) attacks are a serious threat to the Internet since they cause vital
services to become unavailable. Their frequency, magnitude, and complexity has increased in recent years.
This may be attributed to the fact that DDoS-as-a-service systems are provided online at low cost. AMS-IX
wants to investigate if their central position as an IXP can be used to provide an on-demand DDoS defense
service to its customers. Such a construction comes with numerous challenges since IXPs traditionally do not
interfere in the exchange of traffic. Furthermore, the IXP environment has many possible ingress locations
for DDoS attacks and exchanges large amounts of traffic. This complicates the identification process of the
defense mechanism. This research defines several defense principles that take into account the restrictions
that come with the IXP environment. This paper proposes a design for a DDoS defense mechanism that is
applicable to IXP infrastructures in general. The design makes use of the underlying technical infrastructure
seen in IXPs nowadays, such as route servers, access switches, and statistics collectors. The administrator
of the victim AS initiates the detection and mitigation process. The identification phase of the design uses
a threshold-based detection technique to determine the prefix under attack. The source ASes involved in
the attack are identified, after which appropriate mitigation methods are applied. A two-way mitigation
approach is taken by announcing a BGP blackhole next-hop to the source AS or configuring a layer 2 ACL
on the ingress switch. By means of a proof of concept, the interaction between the components used in the
proposed design is tested. Scalability of the design should be taken into consideration and therefore future
work should be performed that examines the applicability of the design in an IXP environment.
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1 Introduction

Internet eXchange Points (IXPs) play a significant role in the modern Internet era by transferring bits in a
more efficient and cost-effective way. As a result of this, parties establish interconnections at IXPs to peer with
each other over BGP. At the start of 2018, several Distributed Denial of Service (DDoS) attacks occurred in
the Netherlands that were aimed at vital infrastructures [26]. There is an increased need from the AMS-IX
peering community to look into this problem [53]. Therefore, AMS-IX is interested in providing an on-demand
DDoS mitigation service to its customers. There is currently no identification or mitigation mechanism active
within the AMS-IX network. In case of DDoS attacks, AMS-IX currently allows for re-routing to the Nationale
Wastraat (NaWas) scrubbing center over its network or blocks customer ports on request [45]. Also, the Trusted
Networks Initiative (TNI) has been introduced by AMS-IX to relieve the issues [5].

DDoS attacks are a serious threat on the Internet and continue to increase in frequency, size and complexity
[14] [48], [49], 58]. DDoS attacks cause vital Internet services to become unavailable for extended periods of time.
This is why these attacks are considered one of the biggest security threats to date. The security of the general
Internet is related to the state of DDoS. Systems that are subverted by malicious software are often involved
in DDoS attacks. These systems form botnets that are used to perform DDoS attacks. Booter services can be
rented online and effectively allow its customers without technical knowledge to perform DDoS attacks at low
monetary cost [50].

The infrastructure making up the global Internet is distributed among many administrative domains. It
is therefore not an easy task to implement a global policy to combat DDoS attacks. The effectiveness of the
Internet is mainly focused on transferring packets from source to destination. The Internet is set up following
the end-to-end principle; the intelligence resides in the edge of the network and not in the core of the network.
The core of the network by design limits itself to the lower layers of the OSI model to perform routing and
forwarding [61]. By default, there is no policing done and senders can misbehave and perform attacks on their
destination without the network interfering. Functions such as reliable transport and security are left to the
end hosts to implement. Two unfortunate implications are IP spoofing and DDoS attacks. Using IP spoofing,
the DDoS attacker can escape accountability and detection. Furthermore, reflection attacks arise because IPs
can be spoofed [48].

IP spoofing and open resolvers are two of the main issues relating to Internet security to date. If all Internet
connectivity providers implemented network ingress filtering on their network, IP spoofing would no longer
be an issue [23]. Similar results can be achieved by implementing Unicast Reverse Path Forwarding (uRPF)
[6]. This would effectively combat all DDoS attacks that make use of IP spoofing. Open resolvers are another
issue; these machines are abused in reflection attacks to generate huge amounts of data. The open resolvers are
misconfigured to accept connections from outside networks and thereby become involved in DDoS attacks.

Since IXPs interconnect many Autonomous Systems (ASes), they have a central position with respect to
these networks. IXPs provide a vantage point with an excellent view over the global Internet [I1I]. In our
research, this vantage point can be used for detection and mitigation of DDoS attacks by being able to look at
traffic at an inter-domain level. If a customer AS connected to the IXP environment does not have a mitigation
solution, they will benefit from the IXP implementing such a mechanism.

DDoS defense inside the IXP network comes with numerous challenges. Firstly, the traffic load on the
network is high. This requires efficient monitoring of traffic and an effective detection method. Secondly, the
IXP environment is a neutral environment that functions as a large layer 2 switch. The IXP must be careful on
how to mitigate with respect to blocking and filtering traffic. For example, should the IXP implement methods
to detect IP spoofing, or not look into source-based filtering at all? IXPs adhere to the end-to-end principle
and do not interfere in the customer’s traffic. Since the IXP’s customers can be competitors, it is important
for IXPs to be a neutral entity. This is what makes DDoS defense in the IXP network an interesting, but
challenging subject. Thirdly, the IXP network is a complex environment with many possible ingress and egress
points for DDoS attacks, since numerous networks are interconnected. This brings up challenges with respect
to the scalability of the solution.

1.1 Research questions

Following from the introduction, our research question is defined as:

e What (automated on-demand) solution can be developed to defend against DDoS attacks in an IXP
network?

In order to answer our main research question, the following sub-questions are defined with respect to IXP
environments:

e What detection mechanisms exist or can be developed to identify DDoS attacks?

e What mechanisms exist or can be developed to mitigate DDoS attacks?



e How can the above mechanisms be combined efficiently into an IXP compatible defense mechanism?

1.2 Scope

This research focuses on creating a design proposal for a DDoS defense mechanism that can be applied in IXP
infrastructures. We investigate into the AMS-IX network as our base point. The amount of different DDoS
attacks is plenteous [33]. Therefore, we do not aim to detect all of these specific attacks but focus on detecting
the most prevalent classes of attacks. An experimentation environment is set up to test the interaction between
the components in the design. This setup does not test all of the optimization and scalability aspects of the
design.

1.3 Ethical considerations

Large amounts of private data traverses the IXP network on a daily basis. While conducting this research, the
privacy of the end-users is kept in mind. An IXP does not do any layer 3 routing between connected parties
and only looks into layer 2 headers to forward traffic. For DDoS identification purposes, we found that it was
required to look into layer 3 headers of packets. Whether or not such a solution is acceptable to the AMS-I1X
peering community, is up for debate.

1.4 Contributions

IXP infrastructures throughout Europe have proven to be similar with respect to their underlying technologies
[2]. We propose a two-way mitigation design against DDoS attacks for IXP environments. For the identification
and mitigating process, we have focused on using the available infrastructure that IXPs already adopt. Our
design workflow is split up into four phases and uses two types of mitigation methods depending on the situation.
The DDoS Threat Mitigator (DTM) queries the statistics collector, which is already present in the AMS-IX
environment for traffic monitoring purposes. The DTM makes use of threshold-based detection to identify
attacks. This is done by means of a DDoS Threshold Adviser (DTA) and a Current Traffic Analyzer (CTA).
We focus on detecting volumetric attacks and protocol attacks by using bits per second and packets per second
as metrics. Our solution makes use of layer 2 Access Control Lists (ACLs) and does not require any layer 3
packet analysis on the ingress switches when the traffic is filtered. This is done with respect to adapting to the
IXP environment and effectively allowing the IXP to keep functioning as a big layer 2 switch. We tested the
interaction between the components used in the design by means of a proof of concept.

1.5 Overview

The DDoS field is large and extensive research has been done into the subject. Therefore, we start this
paper with a background section to get the reader up to date on the current developments. The background
section is vital to understand the reasoning that is applied in the rest of the paper. The section following the
background (section [3)) focuses on the constraints we face and the principles we found important to adhere to
while constructing our design. In section |4} we discuss the design proposal and how the decisions to come to
this construction were made. Section [5] focuses on the experimentation phase of our study, where we explain
the proof of concept that we implemented and provide the results of several testing scenarios. Following this
section, we present the discussion, conclusion and future work sections.

2 Background

In this background section, we provide information on the infrastructure of IXP networks and different types
of DDoS attacks.

2.1 IXP networks

In the modern Internet, IXP networks have arisen to facilitate the local exchange of traffic between Autonomous
Systems (ASes). In the IXP environment, ASes peer via the Border Gateway Protocol (BGP) to perform inter-
AS routing, by means of advertising their IP prefixes. Transit providers commonly charge for traffic on a per
bit basis which is why sending traffic to direct peers is preferred. This also causes the traffic to take a shorter
route and therefore the latency is decreased. Another advantage is that the IXP adds redundancy. Customer
networks connect their BGP border router(s) to an access switch on the IXP network. These routers are referred
to as Customer Edge (CE) routers. ASes still have their transit provider set as the default gateway for non-local
traffic destined for the global Internet.



BGP peering parties need to be directly connected since External BGP (eBGP) protocol packets use a TTL
of 1 (network layer) [34]. The IXP infrastructure can be abstracted as a single LAN on which parties exchange
traffic on layer 2 of the OSI model [6I]. Therefore, IP routing information is not needed to forward packets
that are inserted into the IXP network. Peerings are set up manually since BGP routing involves policy and
politics and therefore dynamic neighbor discovery (as in IGPs) is unwanted. Route servers are an exception to
this, which we will further discuss in section |2.1.1

In the general case, the peering LAN is not used for transit traffic. This means that parties do not route
each other’s traffic. However, there may be exceptions to this rule. Please note that the term ‘BGP peering’
is broad and indicates setting up a BGP session between two parties; it does not always mean settlement-free
peering.

2.1.1 Route servers

Open peering is defined as the process in which a single AS peers with all other ASes on the IXP network.
Route servers are essential to scale the BGP sessions to achieve open peering. Through the use of route servers,
AS border routers can simply peer with the route server, instead of individually peering with all the other ASes.
This reduces the number of BGP connections that the customers have to manage. Customers can still manage
their most important peer privately. The route server runs BGP speaker software, and stores all the prefixes
announced by the ASes it peers with [47]. Consequently, it performs ingress filtering and egress filtering, before
it propagates its route database to the connected border routers. Route servers do not prepend their own AS
number to the AS path. This means that the connected customers receive the announced prefixes as if they are
directly connected to the BGP border router responsible for the announcement. The route server is not part of
the forwarding path.

2.1.2 AMS-IX

AMS-IX has approximately 820 peers, of which around 700 peers engage in peering with the route server.
AMS-IX has access switches in multiple data centers around Amsterdam. For redundancy purposes, AMS-IX
has two route servers, which run BIRD as the BGP routing daemon. Each day the peak traffic exchange rate
is around 5,6 Tbps [4]. AMS-IX currently allows customers to disable access switch port(s) or route traffic
to the Nationale Wastraat (NaWas) scrubbing center, to relieve themselves of DDoS attacks. The CE routers
connected to the AMS-IX access switches are assigned an IP address in the AMS-IX subnet. IRRdb [31] and
RPKI validator [39] are used on the route server in outbound filtering.

The traffic forwarding on the peering LAN is done via layer 2 Multi-Protocol Label Switching (MPLS). The
access switches (Provider Edge (PE) routers) function as MPLS label edge routers (LERs). The ingress LER
will push an MPLS label on the packets inserted in the AMS-IX network. This is done to forward the packets
over predefined label switched paths (LSPs), corresponding to the destination MAC address. The LSPs, also
known as pseudowires, are set up using RSVP-TE in a full mesh between all the PE routers. This setup is
chosen since it allows for redundant paths and load balancing over the core switches. The main peering LAN
is implemented with Virtual Private LAN Service (VPLS), on top of the MPLS LSPs. A complete overview of
the AMS-IX topology can be found in figure



Figure 1: AMS-IX infrastructure [3]

2.2 DDoS

In this section, we discuss the infrastructure responsible for the generation of DDoS attack traffic and the types
of DDoS attacks commonly executed.

2.2.1 Attack infrastructures

In order to launch DDoS attacks, the attacker coordinates a set of machines. Often, botnets are used to
launch DDoS attacks [36]. These botnets are set up by infecting vulnerable (Internet-facing) machines with
malware. The malware runs in the background and communicates with the command and control (C&C)
machine of the attacker. The C&C machine is used to issue commands to the bots. When a DDoS attack
originates from multiple bots, the attack is harder to block from a defender’s perspective, since the sources may
appear as legitimate devices. Attacks can also be executed from a set of rented Virtual Private Servers (VPSs).
Increasingly, DDoS attacks are provided as a service online. These types of DDoS infrastructures are known as
booters, stressers, or DDoS-as-a-Service [b0]. New botnets have been observed in the wild that predominantly
contain infected IoT devices. Commonly, IoT devices do not have strong security features and can often be
infected with malware more easily than traditional Internet-facing devices [57]. An example of a successful
attempt at exploiting IoT devices in order to perform DDoS attacks is the Mirai botnet in 2016 [28].

2.2.2 Types of DDoS attacks

In order to identify and mitigate DDoS attacks, it is advantageous to understand the characteristics of the
attacks. There are a wide variety of DDoS attacks, which each work in different ways. This is a challenge
when defending against DDoS attacks since there is no single detection method for all of these attacks. In this
section, we explain the different classes of DDoS attacks that exist today and discuss an example attack for each
of these classes. DDoS attacks can either be direct or reflected. In the case of a reflected attack, IP spoofing
is a requirement for the attack to succeed. In case of direct attacks, IP spoofing can optionally be used for
the attacker’s machines to avoid detection. We categorize attacks in the following four categories: volumetric,
amplification, protocol, and application attacks. Note that amplification attacks are a subclass of volumetric
attacks. In volumetric and amplification attacks, an overwhelming amount of data is sent to the victim in order
to exhaust the network and/or server’s resources. Protocol and application attacks are more refined and abuse



servers to exhaust their state or computational resources. The main difference between amplification attacks
and protocol attacks is that amplification attacks send large packets that take up a lot of bandwidth, whereas
protocol attacks send a lot of small packets. For each of these attacks, we also briefly discuss methods that
can be used to mitigate it at the destination network. Since our mitigation research looks into techniques to
mitigate at the IXP level, these are mostly not applicable for our study.

Volumetric attacks

The main objective of volumetric attacks is to send a lot of traffic in a ‘dumb’ manner to congest the network
bandwidth between the victim and the Internet or exhaust its computational resources [59]. Since these attacks
leave a large footprint with respect to bandwidth they are most easy to identify and mitigate. A common
volumetric attack is the UDP flood. In this attack, various ports are flooded with UDP traffic. This forces the
destination to check if there is a program running at the destination port; if nothing is running, it will send an
ICMP Not Reachable message back. It is possible to overwhelm the target machine since this response process
requires resources. It is likely that the firewall will become the bottleneck in this type of attack since it has
to process a large amount of traffic. This type of attack can be mitigated at the destination by limiting the
amount of ICMP responses; however, this also affects good traffic.

Amplification attacks

These types of attacks are also known as Distributed Reflection Denial of Service (DRDoS) attacks. In DRDoS
attacks, open resolvers (the reflectors) are targeted with a load of UDP requests with spoofed source IP ad-
dresses of a target machine [49]. This causes the open resolvers to direct their responses to the queries to the
victim machine(s). In essence, small requests create larger responses, which means a higher amount of traffic
can be generated with fewer attack machines. Examples of protocols used for amplification attacks are DNS,
DNSSEC, NTP, SNMP, and Memcached [14], 48] [56]. When response packets exceed the link MTU, packets are
fragmented and will need to be reassembled at the destination. Besides the fact that the amplification attack
takes up a lot of bandwidth, this also puts a lot of load on the target’s resources since it will have to reassemble
the packets. If each ISP properly implemented IP spoofing filtering, these attacks would not be able to succeed
[6, 23]. Besides that, DRDoS attacks would be harder to perform if open resolvers were not misconfigured to
accept queries from everywhere without validating the source IPs.

Protocol attacks

State exhaustion attacks, also known as protocol attacks, abuse weaknesses in the layer 3 and layer 4 protocols
to cause service disruptions on the victim. These attacks are based on consuming the available state table
capacity on their target servers. The TCP SYN flood is an example of a protocol attack [I8]. This attack
exploits the three-way handshake in the TCP protocol. The attacker continuously sends SYN packets to the
target server but never replies to the SYN/ACK packets the server responds with. This causes many half-open
connections to be maintained by the server which fills up the TCP state table. These connections are only
purged after a certain amount of time. In the case of direct attacks, the attacker needs some mechanism (e.g.
firewall) to stop their TCP ACK to the server. These attacks can be addressed in several ways. In order to
mitigate, it is possible to increase the number of TCP connections or recycle the oldest half-open connections
to make room for new connections. More advanced methods are to use SYN cookies or install a high capacity
proxy that handles the three-way handshake on behalf of your servers.

Application attacks

These type of attacks focus on exploiting application layer protocols. The goal is to saturate the computational
resources with malicious requests, such that legitimate queries can no longer be handled by the targeted server.
This attack can be harder to detect since the intermediate forwarding equipment by default does not inspect
packets above the network layer. The HTTP request flood attack is an example of an application layer attack.
HTTP flood attacks are hard to spot since they use standard URL requests, which makes it hard to distinguish
bad traffic from good traffic. For application attacks, an example mitigation method is to implement a highly
distributed system that spreads the queries over many data centers to share the load. One could also make use
of Google’s reCAPTCHA software to prevent bots performing actions in the case of HTTP attacks [25].

2.3 Identification and mitigation

In this background section, we discuss the several types of identification and mitigation methods that we have
investigated. In our design phase, we reflect back on these methods and combine several approaches to come to
the final result.



2.3.1 Traffic monitoring

In order to identify a DDoS attack, one has to look into the traffic to recognize any rogue traffic. Therefore, the
monitoring of network traffic is the first step in the identification of a DDoS attack. The parameters usable in
layer 2 analysis are limited. MAC addresses only identify the traffic between two directly connected machines,
which is not enough information since DDoS attacks travel longer distances from source to destination. We
find that other layer 2 metrics such as send rate, arrival interval, frame size, and the Cyclic Redundancy Check
(CRC) are complex to use in the identification process. Layer 3 provides more promising possibilities since the
IPv4 and IPv6 protocols can be analyzed. DDoS identification and mitigation decisions can be made based on
the source and destination IP address. On layer 4 of the OSI model, additional header fields can provide more
insight into the type of DDoS attacks. The source and destination port indicate the type of application protocol
involved, and TCP flags (SYN, ACK, sequence number, acknowledgment number) can be monitored to analyze
protocol attacks.

Port mirroring

Traffic can be monitored by means of setting up a spanning port on switches or routers [I0]. This method
will effectively mirror all of the traffic that traverses the device and send it out on the mirrored port. On
the outgoing connection, a device can listen to analyze the monitored traffic. The advantage is that with this
method all traffic is monitored. For high traffic loads, this may not be an option since analysis of all the traffic
in real-time will require a lot of computational resources and hardware [I].

Packet capture engines

Similar to port mirroring, this method takes place on the switch and/or router. Several packet capture engines
exist that continuously run on switches and analyze traffic based on flows [I0} [43]. Common packet capture
protocols are NetFlow [41], sFlow [43] 51], and IPFIX [13]. Ingress network devices capture the traffic and
forward it in protocol format to a central statistics collector. On the AMS-IX platform, sFlow is used in this
manner on the access switches, which registers OSI header information up to and including layer 4. Not all
traffic needs to be forwarded to the statistics collector since sFlow/NetFlow can be configured with a certain
sample and polling rate. The sample rate is the configuration of sampling 1/n amount of packets and the polling
rate configures the number of seconds that the packets going through the sample agent have to be counted. At
the statistics collector, the sampled packets are extrapolated in order to provide an approximation of the actual
traffic.

2.3.2 Detection methods

There are multiple possible options to identify DDoS traffic. In our study, we focus on threshold-based detec-
tion. In this subsection, we also look into fingerprinting and artificial intelligence methods.

Threshold-based detection

In threshold-based detection, historical data is used to calculate thresholds based on certain metrics. Metrics
such as bits per second (BPS) and packets per second (PPS) can be used at the network layer. On layer 4,
more advanced metrics such as the number of TCP SYN packets and TCP ACK packets can be used to identify
attacks more accurately. By analyzing current traffic flows towards a destination IP or group of destination IPs,
it is possible to detect anomalies in traffic rates and traffic types. If current traffic exceeds a BPS threshold to a
certain destination IP, it is likely that this destination is suffering from volumetric DDoS attack. By analyzing
layer 4 headers of the traffic as well, it can become clear whether or not this is indeed the case (e.g. only a certain
type of traffic). It is important that thresholds are to be determined over an extended period of time, such that
traffic spikes are filtered out in the average. In the case of BPS and PPS, an additional percentage can be added
to the average to calculate the thresholds. The advantage of this method is that it is straightforward. Another
advantage of threshold-based detection is that if the thresholds are set accurately, false negatives for the most
common DDoS attacks should be limited. Additionally, pattern matching methods can be implemented to also
put thresholds on packets that share the same characteristics.

Fingerprinting

This technique allows for identification of DDoS attacks based on information of earlier attacks. By creating
signatures of past attacks, live traffic can be analyzed and compared to these signatures in order to identify
attacks. The DDoSDB project is an example project that uses this type of approach [54]. In the DDoSDB
database, attack signatures are stored and used to identify future attacks. Signatures are mainly based upon
source IPs, source ports, and destination ports. The advantage of this approach is that attacks can be analyzed
in depth. However, attacks not seen in the wild before will be missed in this system and thus false negatives
may occur if only this method is used. Still, this approach will prove advantageous to learn from past attacks



and to make mitigation decisions based upon the knowledge obtained. For example, IPs can be blacklisted that
are often involved in DDoS attacks.

Artificial intelligence

DDosS attack detection can be implemented using artificial intelligence (AI) methods. Machine learning classi-
fication methods can be used to make a distinction between good and bad traffic. Mainly, AI methods such as
neural networks, naive bayes, support vector machines (SVMs) and random trees are used for these purposes.
We discuss more about Al research in DDoS defense in the related work section (section [2.4)).

2.3.3 Mitigation methods

When defending against DDoS attacks, the most straightforward method is to scale up your network equipment
and servers. Overprovisioning provides for more attack absorption and also creates additional time to react.
Using load balancing and/or IP anycast diffusion to spread traffic over multiple data centers is another general
method of defense. In this section, we focus on several different mitigation methods besides these more obvious
approaches.

Scrubbing appliances

Scrubbers are all-in-one DDoS identification and mitigation appliances. These commercial solutions have
custom-made network cards and hardware architectures to handle monitoring and mitigation at line rates.
Thus, these appliances can be positioned inline on the regular forwarding path. The main focus of these ap-
pliances is to identify and drop the bad traffic while still allowing the good traffic to pass through. Several
companies providing such solutions are Arbor [42], Radware [46] and Huawei [30].

Off-site scrubbing centers exist that can be used by networks that do not have their own on-site scrubbing ap-
pliance. The NaWas is a Dutch scrubbing center that is used for these purposes [45]. Networks can reroute their
traffic to these off-site scrubbing centers via BGP announcements or DNS records (A/AAAA). BGP re-routing
is the most comprehensive method since it works across all protocols. The scrubbing center can announce a
more specific prefix of a customer network (on demand), such that the traffic is drawn there. After the traffic
has been cleaned, it is re-routed back to the customer network to its original destination. Routing back to
the customer network can be done using a Generic Routing Encapsulation (GRE) tunnel [I9]. The advantages
of scrubbers are that they only drop bad traffic (in case of no false positives), and can handle complex DDoS
attacks. The disadvantages are that these boxes are expensive and proprietary. For off-site scrubbing, there is
also BGP convergence time. Thus, the mitigation is not instantly applied and there is an increase in latency
since the traffic has to be re-routed.

BGP announcements

Blackholing is a mitigation technique by which certain traffic on a switch or router is directed to a null interface.
There are several ways of implementing blackholing via BGP announcements. A common approach used in
IXPs is Remote Triggered Blackholing (RTBH); we explain more about this in the related work section (section
. There are two types of blackholing via BGP: source-based blackholing and destination-based blackholing.
Destination-based blackholing can be implemented in two ways.

In the first approach of destination-based blackholing, the upstream network where the DDoS originates
from can be signaled such that traffic to the destination(s) under attack is either re-routed or dropped. This
can be done by advertising a route withdrawal to the upstream or advertising a null route that is statically
configured by the upstream on its border routers. In the first case, traffic will most likely find another route to
the destination (in case of multi-homing) whereas in the second case the traffic is dropped. The null route can
be advertised using a predefined blackholing IP address or via a well-known BGP community [I7], 55].

In the other method of destination-based blackholing, the traffic will not be dropped (or re-routed) by the
upstream but only flagged such that it can be dropped in the (destination) network. This can be done by
performing a BGP route update to the upstream for the destination under attack which sets the next-hop to a
blackhole. In IXP networks, this can be achieved by setting up a layer 2 Access Control List (ACL) on the access
switches that drops all traffic destined for the MAC address of the blackhole next-hop. In order to implement
this, some mechanism must exist in the IXP network to resolve the Address Resolution Protocol (ARP) queries
by the CE router for the blackhole next-hop. For each of the methods, the NO-EXPORT BGP community can
be added such that the announcement is not re-advertised to the BGP peers of the upstream.

The main disadvantage of destination-based blackholing is that good traffic headed to the blackholed desti-
nation will also be dropped. However, it does have the positive effect that the network does not get congested
by the DDoS traffic. Source-based blackholing is another method of blackholing that does not share this main
disadvantage of destination-based blackholing. However, it also has its drawbacks. Constantly changing spoofed
IPs are often employed in DDoS attacks, which means that in practice source-based blackholing can be ineffec-
tive if there is no mechanism in place to identify spoofed IPs. Furthermore, this type of blackholing requires



additional software since it does not work out of the box with the standard BGP protocol. It can either be
implemented using uRPF [6] or BGP Flowspec [35]. BGP Flowspec is an extended version of BGP that al-
lows firewall filters to be advertised via BGP. Both methods are able to drop traffic based on source IP addresses.

Software Defined Networking

In the Software Defined Networking (SDN) paradigm, the control plane is separated from the data plane by
means of a central SDN controller that issues commands to data plane forwarding devices. The SDN controller
communicates via its southbound interface to the forwarding devices through a SDN protocol (e.g. OpenFlow or
XMPP). Deviations from normal traffic flow behavior can be observed by the controller. Since the controller has
a central position in relation to the forwarding devices, this type of setup can be used for traffic engineering and
blackholing purposes. This can be done by adding and deleting flows at the SDN capable forwarding devices. If
no matching flow for a packet is found in a forwarding device, the device will contact the SDN controller on how
to handle the packet. This type of reactive behavior is unsuitable with respect to DDoS attacks and creates a
new attack vector. The SDN controller’s computational resources may be exhausted in case of an overwhelming
number of queries. The overhead caused by the communication between the switches and the controller also
adds additional network delay. Research has been done into these computation and communication overhead
vulnerabilities, and we will discuss more about SDN in the related work section.

2.4 Related work

Remotely Triggered Blackholing (RTBH) is a technique that is applied at multiple IXPs [40} [38] 15 [16]. RTBH
is used by ASes to signal their upstream via BGP that they want to blackhole a certain prefix. This technique
uses BGP Community tags to signal to the route server (and thereby the connected peers) that traffic should
be dropped. This way, the blackhole announcement does not need to be done to each peer individually. |Dietzel
et al|reveal that blackholing is frequently used and that mainly /32 prefixes are announced [16]. Also, less
specific prefixes are announced for RTBH purposes by ASes connected to IXPs.

Steinberger et al.| created a framework that is able to create fingerprints of DDoS traffic while keeping
privacy in mind by removing the destination address [54]. The fingerprints are stored in a database called
‘DDoSDB’ to share real attack data and allow collaborators to query, compare and download attacks. Using
the information of attacks stored in the DDoSDB, collaborators can compare attacks to improve detection
and mitigation approaches. Furthermore, the researchers created STORM, a framework that is able to test and
analyze a network by performing controlled DDoS attacks. A communication process is proposed by the authors
“that facilitates the exchange of threat information among trusted partners and thus supports a collaborative
DDoS defense”.

Mirkovic and Reiher| performed research into creating a taxonomy of DDoS attacks and DDoS defense
methods [37]. This research looks into the way DDoS attacks are performed and allocates them into multiple
classes. The authors investigate into source address validity, attack rate dynamics and the corresponding impact
on the victim. Furthermore, the researchers explain the challenges that come with DDoS defense and classify
the different types of DDoS defense mechanisms in existence today.

The field of artificial intelligence has multiple paradigms and methods that are useful in detecting DDoS
attacks. Machine learning classification methods can be used to make a distinction between good and bad traffic.
The detection tool proposed by |[Hsieh and Chan| uses neural networks and is able to detect DDoS attacks by
finding anomalies in features such as the number of packets, number of bytes, time interval variance, packet
rate and bit rate [29]. Multiple appliances have been developed that are able to detect DDoS attacks based
on different approaches such as Naive Bayes and Random forest trees [60]. Berral et al|implement machine
learning methods to share data between network nodes [7]. The shared information is collected at a classifier,
that predicts how to apply mitigation steps in case of an attack. This allows the network to detect attacks and
filter them close to the source.

Fayaz et al|use an interesting approach to DDoS defense, by focusing on flexibility and elasticity in their
DDoS defense system [2I]. The researchers use the SDN and NFV (Network Functions Virtualization) paradigms
in their DDoS defense system (called ‘Bohatei’). This increases the scalability of the system since VMs are spun
up using NFV depending on the size of the attack. SDN is used to route traffic through these VMs that perform
scrubbing on the traffic. The authors address SDN issues that arise in DDoS attacks by proactively installing
forwarding rules. Their proposed system has shown to be capable of handling attacks of 500 Gbps.

Chiesa et al| investigate into the potential of IXP environments to implement SDN methods [I2]. The
researchers explain the limitations of BGP and the fact that IXPs are a good place to start with innovative
technologies [9]. Furthermore, they discuss that Software-Defined eXchanges (SDXes) can overcome the limita-
tions of RTBH in DDoS mitigation [22] 27]. Namely, SDX DDoS defense methods come with more fine-grained
drop policies and a higher degree programmability. The researchers mention that IXPs could provide an API
to its peers, such that they can define their own drop rules.



3 Development Constraints

Our aim is to design an on-demand solution that is executed in active cooperation with the administrator of
the peer AS experiencing a DDoS attack. We look into performing this process in an automated fashion, in
which the customer is able to approve each important step of the process. Both the start of the detection phase
and the start of the mitigation phase are initiated by the customer, such that there is no continuous active
DDoS monitoring on the IXP side. This ultimately allows the customer to decide whether or not to apply the
actual mitigation steps and therefore the IXP cannot be held accountable for any negative effects of the DDoS
mitigation.

3.1 Design restrictions

In the IXP environment, we are subject to a number of restrictions that we have to take into account when
designing the DDoS defense mechanism. The amount of traffic on the IXP network reaches peak rates of 5,6
Thps; therefore, it is unrealistic to set up port mirroring on the switches. Analyzing this kind of data volumes
is not realistic because of hardware and processing power constraints. Because of the high data rates, IXP
environments often employ some type of packet sampling. In the AMS-IX network, this is done by setting up
sFlow on the access switches which sends samples to a central statistics collector. AMS-IX does not include
the application layer in their sFlow sampler because of ethical considerations. They only capture the link layer,
network layer and transport layer. This restricts us in the sense that detecting application attacks becomes
unfeasible. For our DDoS defense design, we use the AMS-IX perspective and restrict ourselves to traffic
monitoring that excludes the application layer.

3.2 Defense principles

Based on the design restrictions, we determined a ranked list of several defense principles. The higher up the
principle is in the list, the more valuable we consider it. These principles indicate the elements that the optimal
solution should incorporate in order to be most applicable and effective in the IXP environment.

The first defense principle (P1) states that we want to be able to identify and mitigate DDoS traffic by using
infrastructure and servers inside the IXP network. Since the IXP should remain neutral, we define P2 such that
we give high precedence to mitigation on layer 2. This also relates to P3, where we want to emphasize that
we should be conservative with respect to source-based blackholing. We want to be able to detect the most
common DDoS attacks currently observed in the wild (P5). As explained, there are restrictions with respect to
application layer headers. In the traffic filtering process, it is important that if traffic is dropped, the impact on
good traffic is minimal (P4). In the optimal case, the traffic filtering is done before it enters the IXP network;
this is outlined in P6. If this is not possible, traffic can be dropped on the PE routers without congesting the
core of the IXP (P10).

The IXP network exchanges a lot of traffic, therefore the scalability of the defense mechanism needs to be
considered (P7). The time needed for mitigation has to be considered as well (P8). Since DDoS attacks can
have a negative impact on the victim systems, it is important that they are alleviated as soon as possible. The
less configuration is required on the side of the peers, the better (P9). If there are complex configurations to
be made on the CE routers, the DDoS mitigation is unlikely to become effective, since it would require all
customers to implement such configurations. In the last defense principle (P11), we state that it would be
advantageous if the solution makes use of existing elements in the IXP network, such that its implementation
does not require the whole infrastructure to be renewed.

. The DDoS defense intelligence resides in the IXP.

Identification and mitigation on lower layers is preferred.

—_

The IXP must remain neutral.

Impact on good traffic must be minimal.

Detect the most prevalent DDoS attacks.
Drop/filter traffic as close to the source as possible.
Scalability of the mechanism.

Time need for identification and mitigation as short as possible.
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Ideally there is no configuration required on the customer routers.

H
e

No congestion in the IXP core.

11. Compatibility with existing IXP infrastructure.

In the next chapter, we explain the design for the DDoS defense mechanism that we developed. This design
takes into account the design restrictions and the defense principles outlined above.



4 Two-way Mitigation Design

In the next section, we explain the decisions that inspired the design. After that, we introduce the workflow of
the defense process and the elements that we added to the topology of the IXP. We explain each phase of the
process in detail, by means of a separate workflow per phase.

4.1 Identification and mitigation decisions

According to the Nationale Beheersorganisatie Internet Providers (NBIP) DDoS Data Report of 2017, the most
common DDoS attacks in the Netherlands are amplification attacks and TCP protocol attacks (see figure .
The NBIP DDoS Data Report predicts that the DNS amplification DDoS attack will continue to be the most
popular type of attack. According to NBIP, the size of most attacks is between 1 and 10 Gbps. Amplification
attacks generate a large amount of data, whereas protocol attacks consist of a large number of small packets.
These types of attacks can be detected on a coarse-grained level by analyzing the bits per second (BPS) and
the packets per second (PPS), respectively. Therefore, we aim to detect these two main classes of attacks using
BPS and PPS as identification metrics. We perform a comparison of current traffic rates and thresholds based
on historical traffic rates for these two metrics, thereby determining whether or not a destination prefix is under
attack. As mentioned in section [2.3.1] we found it unreliable to identify attacks based on layer 2 alone.

DDosS type top 10

DNS amplification
TCP/ACK flood
NTP amplification
UDP flood
TCP/SYN flood
LDAP amplification
Chargen amplification
TCP/RST flood [ 234%
icvip [ 2.11%

Tcp/SYN/AcK [ 1.73%

0% 10% 20% 30%

Figure 2: NBIP DDoS data report 2017 - DDoS type top 10 [44]

We find that there is potential in the IXP environment for efficient DDoS mitigation using BGP blackholing
since the IXP can act from a central location by announcing the prefixes via the route server. Especially if
the IXP also takes an active role in identifying the DDoS traffic, such a setup could be very effective. Another
advantage is that the necessary infrastructure (the route server) is already in place at most IXPs [I6], [47].

Source-based blackholing is tricky to implement in the IXP environment since false positives of source IPs
in the identification process could lead to the IXP blocking traffic to and from innocent IPs in other ASes.
Besides that, there is also the issue of spoofed source IP addresses that change constantly. With respect to
these observations, we feel that it brings too many risks for the IXP to perform mitigation based on source IPs.
Besides this, source-based blackholing (via BGP) also requires additional software and configuration on the CE
routers in order to work (BGP FlowSpec or uPRF). This is yet another reason this type of mitigation is not
preferable in an IXP environment in our opinion.

Therefore, we use destination-based blackholing as our main mitigation method. In this setup, the peer ASes
are only allowed to approve destination prefixes to be blackholed that belong to their own network. This adheres
to the defense principle that the IXP must remain neutral. A disadvantage of destination-based blackholing is
that good traffic to the blackholed destination is also dropped. We find that there is a middle-ground when
using destination-based blackholing; it is possible to limit the blackhole prefix announcements towards the ASes
where the DDoS traffic originates from (the source ASes). This way, ASes not involved in the DDoS attack are
still allowed to reach the destination prefix. We found that the most promising method of BGP blackholing in
the IXP environment is the blackhole next-hop method. This allows for the IXP to absorb the DDoS traffic,
and we can monitor the traffic on the ingress switch(es) to see whether or not the DDoS is still in effect.

Performing a BGP route withdrawal for the prefix under attack to the source AS has the advantage that
the traffic is dropped on the CE (closer to the source). However, we found that it has several disadvantages
not observed in the blackhole next-hop method. In order to check whether or not the DDoS is still active, we
have to re-announce the prefix since we cannot tell whether or not the DDoS has stopped or if our mitigation
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is working, because the traffic is dropped at the CE. When there is a large BGP convergence time for the route
withdrawal (and re-announcement), this will prove to be a cumbersome process. Furthermore, carrying out a
route withdrawal does not mean the DDoS is effectively mitigated; since it may find a different route to the
destination via the transit networks of the source ASes. This could also mean that the traffic will potentially
re-enter AMS-IX via another AS, which complicates the identification and mitigation process. If the traffic
enters via the transit of the victim network, there are additional costs involved for the victim which is another
disadvantage. We find that the only real advantage of the route withdrawal method over the blackhole next-hop
method is that the peering link from the source ASes towards the IXP does not get congested. Therefore, it
might be used as an optional method in case this is the issue.

Mitigation via BGP announcements is not applicable in case a source AS has not peered with the IXP’s
route server. This method could also fail due to the CE router of a source AS not accepting the announcement.
Furthermore, the convergence time of BGP updates can be long for large networks, in which case we may decide
to forfeit [52]. In these cases, we use an alternative mitigation method in which we apply a layer 2 ACL on the
ingress access switches of the specific source ASes. This ACL is based upon the MAC address of the source
CE router and the destination MAC address of the victim CE router. This mitigation method is more rigorous
since it drops more good traffic (not just towards the destination prefix). Therefore, we prefer the blackhole
next-hop method, which is the reason it is attempted first in the mitigation process.

Another consideration is to use a layer 3 ACL, which is less rigorous and can be applied to the destination
prefix only. However, it is debatable whether or not this is an acceptable method since an IXP is traditionally
only considered with inspecting layer 2 headers to forward (or drop) packets. One could argue the neutrality
aspect of the IXP becomes endangered when layer 3 ACLs are applied to the access switches, which is the
reason we have chosen to use a layer 2 ACL in our design. Note that effectively the results of the layer 3 ACL
are the same as in the blackhole next-hop method. Only through using the blackhole next-hop trick we are able
to drop traffic based on MAC addresses.

4.2 Design workflow

In our study to design a defense service for DDoS attacks in IXP networks, we investigated the existing techniques
of DDoS identification and mitigation. We have chosen to use threshold-based detection and two separate
mitigation methods in our defense mechanism. Threshold-based detection is applied since we have access to
historical traffic data. This allows us to calculate thresholds to detect volumetric attacks and protocol attacks to
destination IPs based on BPS/PPS metrics. We use two mitigation methods since one method is more promising
than the other, but may not always be implementable. The second method is used as a backup method for the
first method. We have split up the design in four separate phases. Please see figure [3] for a depiction of these
four phases and how they interact. In phase 1.1, the prefix under attack in the victim AS is identified. In phase
1.2, the source ASes of the DDoS are identified and for each of these ASes a decision is made about which type
of mitigation is applicable. If the mitigation in phase 2.1 is unsuccessful or if the source AS of the DDoS attack
is not peered with the route server, then the mitigation method of phase 2.2 is applied. For traffic monitoring
purposes, we use a packet sampling engine that runs on the access switches. These switches forward their traffic
data to a central statistics collector. This can be done via sFlow (which is used by AMS-IX) and NetFlow.
The central statistics collector is queried by our anti-DDoS component. An API is required on the statistics
collector, which answers to the queries by sending the traffic data that is requested (e.g. in JSON format). We
further debate this interaction and setup in the discussion (section @

1

BGP
Ingress L2
ificati Mitigation blackhole ACL
Identification decision . next-hop L Act
phase (1.1) S mitigation
hase (1.2) mitigation
P 21) 2.2)

Figure 3: Four phases of two-way mitigation
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4.3 Architecture

To implement the identification and mitigation approaches explained in the previous section, we add two
components to the IXP infrastructure. See figure [4] for the adapted network topology including the added
components. Firstly, we add a blackhole next-hop device, which is able to respond to the ARP queries of the
CE routers once the BGP blackhole update is in place. Secondly, we add a DDoS Threat Mitigator (DTM)
device, which contains the intelligence for identifying and mitigating attacks.

Blackhole Route Statistics
Next-hop DM Server IXP Portal Collector
@ PE Router PE Router @
P Router
@ PE Router PE Router g

Figure 4: Abstract network topology

See figure [p| for the interaction between the components used in our defense mechanism. The DTM is the
central component of the architecture that communicates with all other components. It issues orders to the
route server and PE routers to implement the two mitigation methods used. It also interacts with the IXP
portal, which requires additional functionality for the customer to initiate the defense mechanism, and also for
the DTM to request information used in the identification and mitigation phases (phase 1.1 and phase 1.2).
The DTM queries the statistics collector to obtain information about the monitored traffic. This is mainly done
by means of two sub-elements, namely the DDoS Threshold Adviser (DTA) and the Current Traffic Analyzer
(CTA). These elements perform traffic data calculations for destination prefixes in the peer ASes. On the IXP
network, the amount of traffic that traverses the network is so large that it is unrealistic to monitor all traffic.
This makes port mirroring unsuitable. In the AMS-IX network, the sampling rate is 1 in every 1600 packets.
See figure [6] and figure [7] for the functionality of the DTA and CTA, respectively.

IXP Portal
DDoS Control
Component

DTM

PE Routers Route
Server
DTA CTA

Statistics
Collector

Figure 5: Component interaction
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The DTA is responsible for calculating thresholds (BPS and PPS) using historical traffic data. The DTA is
used in the identification phase (1.1), where its output is used to determine which destination prefix(es) are
under attack. This is done by making a comparison to the output of the CTA. The information retrieved by the
DTA in the identification phase (1.1) is also used in the mitigation decision phase (1.2), to calculate thresholds
for source ASes in order to determine which ASes are originating DDoS traffic. Therefore, the border line of
the first action in the DTA figure is dashed, since this step is only performed once in the process. There is an
exception to this in case the thresholds have to be recalculated when the DDoS attack lasts for an extended
period of time. This needs to be done since the traffic rates differ per time of day. Note that this process is not
reflected in the workflows of section [£.5l

Requests to the DTA are based on certain input parameters. These input parameters will specify to the
DTA which phase of the mitigation process is currently active, as well as which information the DTA should
query from the statistics collector. In the identification phase, the DTA will request data for the prefixes in
the victim AS. We will explain how these destination prefixes are obtained in section [4.5.1] corresponding to
the identification phase. These prefixes correspond to prefixes announced by the victim AS. After that, in the
mitigation phase, the DTA will perform operations based only on the prefix under attack. The DTA will query
data for all destination IPs in the input prefix range(s), and aggregate this data to the specific prefix(es). The
input parameters also specify which source MAC addresses and destination MAC address to filter on. This way,
traffic from the source ASes to the victim AS can be identified, such that the ASes that are originating DDoS
traffic can be determined. All of this data is available in the sFlow version 5 protocol format [43].

I" "Query historical !
—Request <parameters>——>| sample data for input |< -1 - Statistics
L p;araﬁ_ete_rs ] Collector
Aggregate the obtained
traffic data
per input prefix

Calculate average
BPS/PPS to input
prefix(es)

l

Calculate BPS/PPS
Output thresholds to input
prefix(es)

DTA

Figure 6: DTA component

The CTA is responsible for analyzing the current traffic rates (BPS and PPS). It takes as input the parameters
on which to filter, which are different per phase (and mitigation method). We will discuss this further in the
sections of the corresponding phases. The input parameters used in the CTA are the same as those used in
the DTA in each corresponding phase since the results of these two components are compared. The CTA is
used in every phase, whereas the DTA is only used in the first two phases. This is because once the thresholds
are calculated, the CTA can compare its output to these earlier determined values. As explained, there is an
exception to this; new thresholds need to be calculated in case the DDoS persists over a prolonged period of
time (e.g. longer than 30 minutes to an hour). The exact timing is yet to be determined in future work.
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Figure 7: CTA component

4.4 Mitigation overview

In figure [§] we show an example topology where AS I and II are originating DDoS attack traffic to AS III.
AS T is peered with the route server whereas AS II is not peered with the router server. In the case of AS I,
mitigation via BGP announcement is performed. In the case of AS II, BGP announcements are not an option
and mitigation via the more coarse-grained layer 2 ACL is applied. For both the BGP blackhole next-hop
mitigation and the ingress layer 2 ACL mitigation, a layer 2 ACL is placed on the ports of the PE routers facing
the core of the IXP. Thus, we do not put ACLs on customer ports without their permission and the packet
capture engine is still able to monitor traffic. In case of the BGP blackhole next-hop mitigation, the layer 2
ACL drops traffic destined to the MAC address of the blackhole next-hop. In this manner, all traffic destined
for the blackholed prefix is dropped on the ingress PE router. For the ingress layer 2 ACL mitigation, the ACL
drops traffic based on the MAC address of the source CE router and the MAC address of the victim CE router.
The victim AS is still able to receive traffic from the other ASes that are not part of the DDoS attack (AS IV).

T T T T T T T T T T h
| L2 ACL drops traffic with destination: |
| <blackhole MAC addr.> |
L e J
_ -~
AS| ( - A
» Peered with z ; 7 : : AS 1l
the route server - >  Prefix a.b.c.d/24
* BGP blackhole PE Router | | PE Router under attack
next-hop mitigation  {_ )
AS I - P Router Y As v
* Not peered with « Not involved in
the route server - , ~ DDoS attack
. ngrgss L2 ACL PE Router N - PE Router CE « Still at_)lg to send traffic
mitgation L ~ o ) tothe victim AS
~
[ oo R
| L2 ACL drops traffic with source: |
| <AS Il CE MAC addr.> |
| and destination: |
| <victim CE MAC addr.> |
e J

Figure 8: Simplified IXP topology including a DDoS attack

4.5 Phase workflows
4.5.1 Identification phase

The main purpose of the identification phase is to identify the prefix(es) in the victim AS that are under attack.
See figure [0 for the workflow of this phase. The administrator of the victim AS initiates the DDoS defense
mechanism on the IXP portal. At that point the identification process starts. Also, the administrator can
decide which prefixes to mitigate once the identification process is successful. These two actions are shown in
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turquoise color on the workflow. The phases that follow are set up using the destination prefix the administrator
selected as the prefix to perform mitigation upon.

The identification process is as follows. Firstly, the IP and MAC address of the victim’s CE router are
looked up to filter the traffic based on that. Furthermore, the IXP portal is checked to determine whether or
not the victim’s CE router is peered with the IXP’s route server (RS). If this is the case, we are able to query
to the route server to obtain destination prefixes advertised by the victim AS. If not, we generate these prefixes
on the fly by aggregating IPs that we observe in current traffic. We focus on calculating thresholds for /24
destination prefixes rather than more specific prefixes. This is mainly because of scalability reasons since it is
computationally expensive to calculate and store thresholds for each individual destination IP.

The DTA and CTA now query the statistics collector for historical traffic and current traffic destined for the
MAC address of the victim’s CE. For each of the earlier determined destination prefixes, the DTA calculates
thresholds based on BPS and PPS. The CTA calculates the current BPS and PPS for the destination prefixes.
After comparing the results of the DTA and the CTA, the administrator of the victim AS is presented on
the IXP portal with the prefix(es) for which the BPS and/or PPS threshold is exceeded. At that point, the
administrator can decide to start the mitigation phase (per destination prefix). We will refer to the destination
prefix that is chosen to mitigate as the ‘mitigation prefix’ from now on.

IXP Portal DDoS CC

Go to mitigation
decision phase ‘|-'

Is the victim AS
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a2 Get the victim
CEIP
Yes No

Mitigate Show attacked
dest. prefix? dest. prefix(es)

No attacked dest.

| prefix(es) identified

———

Get Iive‘sample Get announced
data for victim b pvriiftli)r(neSCE - - -1 Route
port(s) y Server
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1 = e - -4
: CTA |
Yes X ]
Thresh exceeded 1 o
for dest. prefix(es)? LD | N | S I Statistics
Collector
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Aggregate IPs to DTA
dest. prefixes
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Figure 9: Workflow of identification phase (1.1)

4.5.2 Mitigation decision phase

The primary goal of the mitigation decision phase is to decide which ASes are originating DDoS traffic, and
consequently to determine which mitigation method to apply for each of these source ASes. The process forks
after this point since different mitigation decisions can be made for the involved source ASes. See figure
for the workflow of this phase. The entry-point of this phase through the previous phase is indicated by the
START action. In case of a VPS setup used in an attack, it is possible that the DDoS originates from a single
AS; if a VPS cluster is hosted by a single provider these servers could reside in the same AS. However, generally
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speaking, DDoS attacks originate from all over the Internet (multiple ASes).

Firstly, the MAC addresses of the CE routers relating to the source ASes need to determined. The CTA
will now be executed again, and it will request traffic which is destined for the mitigation prefix (and the MAC
address of the victim’s CE router). The CTA will determine which ASes are currently sending the highest
amount of traffic (BPS/PPS) to the mitigation prefix. This is done for scalability reasons, such that not all
ASes need to be investigated. The ASes can be identified by the MAC address(es) of their CE router(s). The
ASes that have a high amount of traffic towards the victim AS are further investigated in the next step by
the DTA. The DTA will calculate thresholds for these ASes. The thresholds are based upon the BPS/PPS of
the source ASes towards the mitigation prefix. The data that was obtained in the previous phase by the DTA
is used here (since this also contained data for the mitigation prefix). The output of the DTA and CTA is
compared to determine the source ASes that have a higher BPS/PPS than usual.

Once the source AS(es) are identified, for each of them the mitigation method is determined. The blackhole
next-hop method is preferred; however, this is only possible if a source AS is peered with our route server. If
this is not the case, we cannot send BGP announcements towards the AS. If the source AS is not peered, we
enter the ingress layer 2 (L2) ACL mitigation phase.
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Figure 10: Workflow of mitigation decision phase (1.2)

4.5.3 Blackhole next-hop mitigation phase

The blackhole next-hop phase starts after the BGP convergence timeout in the previous phase. See figure
for the workflow of this phase. The BGP convergence timeout is dynamically determined and may differ per
source AS. This is because larger networks may have larger BGP convergence times [52]. When the convergence
timeout is finished, the CTA requests new traffic data to analyze and calculate the traffic metrics for each source
AS. This is done by querying the statistics collector for data where the source MAC addresses match those of
the CE routers of the source ASes, and the destination matches IPs in the mitigation prefix. The output is
compared to the earlier determined thresholds per source AS in order to decide whether or not the mitigation
is successful.

In case the current BPS/PPS has dropped below the threshold, we conclude that the mitigation is successful
for that specific source AS and keep the BGP blackhole next-hop method in place until the DDoS attack
subsides. This is done by means of a timeout loop, in which we wait for a certain period of time before we
perform the threshold comparison again with new traffic data. The shorter this timeout, the more the statistics
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collector is queried for new data and the quicker there is feedback about whether or not the DDoS attack is still
in effect. The thresholds used were calculated earlier in phase 1.2. Please note that if the DDoS persists for an
extended period of time, new thresholds need to be calculated since they may not be sufficiently fine-grained
with respect to the time of day. This is not shown in the workflow figure.
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Figure 11: Workflow of blackhole next-hop mitigation phase (2.1)

4.5.4 Ingress layer 2 ACL mitigation phase

This phase uses a SDN approach to mitigate the DDoS traffic. If a source AS is not peered with the route
server, this technique is used instead of mitigation via BGP announcements. It is more coarse-grained than
the mitigation approach used in the previous phase and therefore used as a last resort. Note that the ACL
initialization timeout of phase 1.2 is very short, since this mitigation method should be in effect almost instantly.
See figure [12] for the workflow of this phase. In the case that the BGP mitigation approach was unsuccessful,
the ACL still needs to be put in place. After that, a timeout loop similar to phase 2.1 is used until the DDoS
traffic has ceased to enter the network. The CTA operations and threshold comparisons are performed in a
similar fashion to the previous phase. In case the victim AS still experiences issues, the identification process
is re-started since the mitigation methods were unsuccessful.
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Figure 12: Workflow of layer 2 ACL mitigation phase (2.2)

5 Experimentation

In order to test the interaction between the components as outlined in section {4l we set up an experiment that
simulates the design. This experiment focuses on the two mitigation phases (2.1 and 2.2) as it does not include
the identification phase. The proof of concept (PoC) shows how our proposed design responds when the BPS
threshold is exceeded. Both the BGP blackhole next-hop method and the ingress L2 ACL mitigation method
that we propose in our design, are implemented in this PoC.

The IXP environment is simulated with two ASes connected to it. AS I functions as the source AS and AS
IIT functions as the victim AS. Normal traffic to AS III is sent via the OpenvSwitch bridge to simulate other
peers connected to the IXP network. The DDoS attack is simulated from AS I to AS III. The PoC does not
include the identification phase. At the start of the experiment, the source AS is already identified, and the
thresholds are set. The victim network of AS III is actively monitored by the DTM. Whenever the threshold
exceeds, the system will start the mitigation process as described in our proposed two-way mitigation design.

5.1 Experimental setup

The setup of the experiment consists of multiple components, namely the DTM (FastNetMon), a route server,
two CE border routers, OpenvSwitch and the endpoints. For the experiment we used three identical Dell
PowerEdge R210 servers. The specifications of those servers are described in Table [l} The DTM, route server,
blackhole next-hop, and endpoints run as virtual machines (VMs). Each VM runs the same version of the
Ubuntu 16.0.4.4 LTS as operating system. An overview of all components can be seen in figure The setup
we use in this experiment has some limitations in the amount of traffic that we can generate. This is most likely
due to the VirtualBox VM setup of the endpoints. Therefore, the volume of traffic we generate is not similar to
the traffic traversing an IXP. The primary goal of this PoC is to clarify the interaction that takes place between
the different components to achieve the mitigation approaches.
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CpPU Intel(R) Xeon(R) CPU L3426 @1.87GHz

RAM Micron DIMM DDR3 Synchronous 1066 MHz 8GB

Network card Broadcom NetXtreme II BCM5716 Gigabit Ethernet (1Gbit/s)
Operating system | Ubuntu 16.04.4 LTS

Hypervisor Oracle VM VirtualBox Manager 5.1.34_Ubuntu

Table 1: Specification of Dell PowerEdge R210

AS| Asl AS I
Route Server DTM
(BIRD) (FastNetMon)
10.0.0.200
sFlow
p OpenvSwitch j
N Bridge b
10.0.0.112 - .
Attacker Victim

VM Blackhole Next-hop VM

Figure 13: Experimental setup

CE routers

Each CE runs on a separate Dell PowerEdge R210 server and uses BIRD to peer with the route server. This
enables AS T and AS III to learn the advertised prefixes and allows them to reach each other via the OVS bridge.
In this setup, the DDoS traffic originates from AS I and AS III is the victim.

Endpoints

Within both of the peer ASes an endpoint is simulated. Both endpoints set their default gateway to the CE
router of their corresponding AS. For our setup, generating traffic with iPerf is acceptable since we are concerned
with triggering a bandwidth threshold to simulate a volumetric attack [32]. The attacker VM in AS I generates
150 Mbps of traffic to the victim VM in AS III.

IXP network

The OpenvSwitch (OVS) bridge represents the IXP environment. OVS is a virtual switch that is well suited to
function as a virtual switch in VM environments [24]. In this experiment two CE routers are connected to the
OVS bridge. The OVS bridge provides the DTM with sFlow data with a polling interval of 10 seconds and a
sampling rate of 1/64 packets. In order to simulate regular traffic to AS III, iPerf is used to generate network
traffic with a traffic rate of 50 Mbps.

DTM

The DTM is implemented using FastNetmon [20]. FastNetMon is an open-source threshold-based DDoS ana-
lyzer tool that can be used with multiple packet capture engines. This tool can be seen as the DTM component
of our design (excluding the DTA). The DTM receives the sFlow data from the OVS bridge and keeps track of
the BPS and PPS from AS I to the mitigation prefix. Since the DTA is not part of our experiment, we set the
threshold manually to 150 Mbps. Whenever the threshold is exceeded, FastNetMon generates an alert that the
mitigation prefix is under attack. We pipe this alert to our mitigation script (written in Python) that executes
the mitigation process. The mitigation script checks if the source AS is connected to the route server. If this is
the case, the DTM applies filters on the route server which announce the blackhole TP address to AS I as the
next-hop to reach the mitigation prefix. Furthermore, the script is able to instruct OVS to apply layer 2 ACLs.
After the appliance of a mitigation method, the DTM in our PoC checks if the threshold is still exceeded to
conclude if the mitigation is successful.

Route server

The route server runs BIRD [§] to advertise routes from AS I to AS III and vice versa. BIRD is configured such
that it functions as a route server and does not add itself as a next-hop. The mitigation script that is executed
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on the DTM applies filters to routes per AS and reconfigures BIRD to update these filters. An example of
changing the next-hop of the 38.3.3.0/24 prefix to the blackhole next-hop address is shown in listing This
filter is only applied on the export of routes to the source AS of the DDoS (AS I).

filter traffic_next_hop { if net = [3.3.3.0/24] then {
bgp_next_hop = 10.0.0.112; accept;

} else
accept;

}

Listing 1: BGP blackhole next-hop mitigation in BIRD

5.2 Testing scenarios

The experiment we perform consists of three scenarios as outlined in table [2] Since our design uses a different
mitigation method if the source AS is not peered with the route server, three scenarios occur. In the first
scenario, the source AS is peered with the route server and the BGP blackhole next-hop mitigation succeeds.
In scenario two, the source AS is also peered, but the BGP blackhole next-hop mitigation fails and the ingress
layer 2 ACL is applied. If the source AS is not peered with the route server, only the ingress layer 2 ACL
mitigation method can be applied, which represents the third scenario.

Scenario | Peered with RS | BGP blackhole next-hop | Ingress L2 ACL
1 v v
2 v X v
3 X v

Table 2: Mitigation scenarios in experiment

5.3 Results

In this chapter we elaborate on all the results that are gathered during the experiment. Per scenario we describe
the results and afterwards make some final remarks.

5.3.1 Scenario 1

In this scenario the source AS is peered with the route server and the DTM succeeds in mitigating the DDoS
attack using the BGP blackhole next-hop mitigation method. This can be observed in figure The DTM
notices the exceeded threshold and starts the mitigation at ¢ (25 seconds). At t2 (35 seconds) the BGP
convergence timeout is finished and at ¢3 (40 seconds) the DTM concludes that the mitigation is successful.

t t2 t3

250 = BPS
Threshold

200

BPS (Mb)

100

10 20 . 30 . 40

Time (s)

Figure 14: Mitigation scenario 1
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5.3.2 Scenario 2

In this scenario the source AS is also peered with the route server. However, the BGP blackhole next-hop
mitigation is unsuccessful and the DTM proceeds to use the layer 2 ACL mitigation method. As can be seen
in figure [I5] the DTM identifies the exceeded threshold and immediately starts the BGP blackhole next-hop
mitigation at ¢ (25 seconds). At ¢2 (35 seconds) the DTM finishes the BGP convergence timeout and at 3 (40
seconds) it concludes that the BGP blackhole next-hop mitigation is unsuccessful. The DTM starts the ingress
L2 ACL mitigation at t3 and concludes that this mitigation approach is successful at t/ (45 seconds).

t1 t2 t3 ta

250 . . T . = BPS
Threshold

200

150

BPS (Mb)

100

10 20 . 30 . 40 . 50 60

Time (s)

Figure 15: Mitigation scenario 2

5.3.3 Scenario 3

In this scenario the source AS is not peered with the route server. The DTM succeeds in mitigating the DDoS
attack using the ingress L2 ACL mitigation method. As can be seen in figure[I6] the DTM identifies the exceeded
threshold and immediately starts the ingress L2 ACL mitigation at t1 (25 seconds). At ¢2 (30 seconds) the
DTM concludes that the mitigation is successful since the threshold is no longer exceeded.

t1 t
250 - ' = BPS

Threshold

200

150

BPS (Mb)

100

10 20 . 30 40

Time (s)

Figure 16: Mitigation scenario 3

During the experiment we observed that using BPS thresholds to perform mitigation methods was successful
in each of in the three scenarios. We were able to show that this setup is able to identify a prefix exceeding the
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threshold and execute the applicable mitigation technique. This is done with our two-way mitigation approach
using OVS to send sFlow data to the DTM (FastNetMon).

6 Discussion

For traffic monitoring purposes, we chose to use packet sampling engines on the access switches instead of switch
counters, since the counters show less information. The sample data should contain the MAC addresses and IP
addresses of the traffic. This is an important requirement for the packet capture engine. Furthermore, the TCP
and UDP port numbers can be used to provide the customer with additional information on the type of attack.
Although we do not use pattern matching, other info such as the length of the packets would also be useful as
an extension to the identification mechanism. The sampling rate within the AMS-IX network on the PE routers
is set to 1 in every 1600 packets. Through extrapolation, we are able to approximate the actual traffic volumes.
Since the amount of traffic in IXP networks is very high, this sample rate can still give a realistic view of the
traffic. The lower the sample rate, the less accurate the extrapolation will become. Therefore, experimentation
needs to be done with respect to different sample rates and the way they relate to our identification mechanism.

The thresholds for each identification metrics must be determined in a fine-grained manner. The threshold
needs to be determined based on the time of day the DDoS attack occurs. Furthermore, the threshold should
be calculated over a long period of time, where the most recent data is taken into account at higher weights.
The threshold could, for example, be set to a certain percentage above the average traffic at that time of day.
The threshold calculation mechanism needs additional testing and experimentation.

The main aspect of discussion for our proposed defense mechanism is scalability. As mentioned, the IXP
network exchanges large amounts of data and many different ASes are connected. In order to identify DDoS
attacks in this infrastructure, many aspects need to be taken into account. In our design, we apply threshold-
based detection. The thresholds are calculated based on historical data obtained from the statistics collector.
The efficiency of the process depends on multiple aspects. One part is the retrieval of the data on the side of the
statistics collector that was queried by the DTM. To increase the speed of this aspect, it would be advantageous
to have an indexing mechanism at the statistics collector such that the data can quickly be retrieved. This
indexing should be based on MAC addresses of the CE routers and destination IP addresses, which are the main
parameters used by the DTM to request information. Secondly, the speed at which the data is sent across the
network towards the DTM is a factor. To speed up this process, the two machines could be connected with a
dedicated pipe. Alternatively, the DTM could exist on the same box as the statistics collector. The third point
of contention is the computational time at the side of the DTM to calculate the thresholds. The algorithms
used for these calculation purposes should be as efficient as possible, and the machine running the DTM should
have abundant computational resources to speed up this process. Practical testing with real sample data must
be done to achieve more insights into the scalability of the entire process.

In the current design, we use two types of layer 2 traffic filtering. One of the types is instigated via BGP
traffic engineering, whereas the other is a more coarse-grained layer 2 ACL. Obviously, BGP traffic engineering
is not a layer 2 solution. However, once the BGP route update is in place on the CE routers, DDoS traffic
entering the IXP network can be filtered based on layer 2 ACLs. We felt these two types of mitigation were most
compatible with the IXP environment. Two other mitigation we investigated into but did not make the final
design are BGP route withdrawal mitigation and layer 3 ACL mitigation. As explained earlier, we felt these
mitigation methods were not compatible with our standards. However, if the IXP community would comply
with applying layer 3 ACL mitigation, we do believe this is the only method that is required and that it is
superior to layer 2 ACLs. In case of a layer 3 ACL, there is no need for a blackhole next-hop BGP announcement,
which effectively achieves the same result on layer 2. Thus, the two-way mitigation design would not be needed
in this situation. In the layer 3 ACL method, there is no dependency anymore on the source AS being peered
with the route server and also no BGP convergence time, which are two advantages of this method.

The BGP convergence timeout is used in the blackhole next-hop method to wait for the BGP route update
to be applied at the CE router(s) of the source AS(es). In our project, we have not developed a method to
determine how this timeout should be calculated for each AS. If this timeout is exceeded, we apply the layer 2
ACL mitigation method. In certain cases, the decision could be made to skip the BGP announcement mitigation
and immediately perform layer 2 ACL mitigation if immediate mitigation is required.

With scalability in mind, in the present design we identify DDoS attacks based on ‘coarse-grained’ prefixes.
For destination-based blackholing ideally more specific prefixes should be used. This way, the impact on good
traffic is minimized. As an improvement to our design, a mechanism needs to be developed that is able to
identify the exact destination prefixes that are under attack. For example, once the coarse-grained prefix
receiving an abnormal amount of traffic is identified, additional detection steps could be performed to identify
the /32 prefixes under attack. Then these prefixes could be used in the blackhole next-hop method or optionally
with layer 3 ACL mitigation. One additional consideration to be made here is that the CE routers of the source
ASes will need to be configured to accept more specific prefixes. Thus, although it is advantageous to announce
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more specific blackhole prefixes, in practice this may cause the method to fail in case the CE routers are not
configured the right way.

7 Conclusion

In this research project, we have created a design proposal for defense against DDoS attacks in IXP environments.
We base our design upon multiple defense principles and operate within a set of design restrictions that come
with the IXP network. The defense process is initiated by the administrator of the victim AS that is under attack.
To effectively detect DDoS attacks, we calculate thresholds based on historical data. Once the identification
process is complete, the administrator decides on which prefixes to apply the mitigation mechanism.

For each AS that is identified as being involved in sending DDoS traffic to the victim, we determine the
appropriate mitigation method. In our mitigation approach, we are able to drop traffic on layer 2 at the access
switches. If the blackhole next-hop mitigation method is applied, destination-based filtering is executed based
on the IP prefix to mitigate. This method is initiated through BGP traffic engineering. The disadvantage
of this method is that it is only possible if a source AS is peered with the IXP’s route server. Furthermore,
BGP convergence time is to be taken into account. For the alternative layer 2 ACL mitigation method that we
propose, the traffic filtering is more coarse-grained and will cause good traffic originating from the source AS
to the victim AS to drop. Therefore, we prefer the blackhole next-hop method. Alternatively, the usage of a
layer 3 ACL could be considered to alleviate this negative impact on good traffic.

We focused on integrating the available tools in the IXP environment into our design. We made use of the
route server and access switches for mitigation purposes, and the statistics collector for identification purposes.
Hence, the design is compatible with IXP environments in general and its implementation should be possible
without adding many new components to the network. The scalability of the design is an important factor,
which can be tested using real-life IXP traffic statistics. The components we add to the network are the DDoS
Threat Mitigator (DTM) and the blackhole next-hop ARP dummy. The DTM is the central element that
communicates with the other components in the network. The DDoS Threshold Adviser (DTA) and Current
Traffic Analyzer (CTA) are sub-components of the DTM that are used for identification and traffic analysis
purposes. An extension to the IXP portal (customer side and IXP side) is required to integrate our design.
The design we propose is an on-demand service that can be requested by the customer and automates the
identification and mitigation of DDoS attacks.

8 Future Work

Our study has looked into several mitigation approaches and used the most compatible as part of the defense
mechanism. More research can be done into DDoS identification methods. In this study, we focused on
threshold-based detection since we found it promising and were interested in how it could be applied to the
IXP environment. As mentioned in the related work section, there are methods of using artificial intelligence
to detect DDoS attacks. If an IXP compatible method exists that does not require historical data to detect
attacks, this would be interesting since it would impact the efficiency of the design in a positive way. Using
AT if multiple ASes continuously send a high amount of data to a specific destination, how do we know which
one is the perpetrator? This type of identification would require more complex identification patterns in order
to detect the different types of DDoS attacks. In our research we focused on identification and mitigation on
the lowest possible level. Equally sized packets and destination ports are possible metrics that could still be
integrated into our design.

The design proposed in this research study is not yet fully optimized. It is the result of a theoretical analysis
and proposes a defense mechanism that can be implemented in an IXP infrastructure. The design requires
additional practical testing in order to increase the efficiency and effectiveness. This is the main area of future
research. For example, testing needs to be done with different sample rates of the packet capture engine. By
doing this, one could examine if extrapolated sampled traffic resembles real traffic to the right degree in order to
perform our identification methods. Another interesting aspect for future research is to determine how quickly
an attack can be identified in real IXP environments and what the total mitigation time is. The main question to
be answered here is if the design indeed scales to IXP infrastructures. This depends largely on the specification
of the statistics collector and the DTM as well as on the efficiency of the algorithms used.

Another area to further this research is to define different types of mitigation per type of DDoS attack. In
our current approach, we strive to detect volumetric (e.g. UDP amplification) and TCP protocol attacks based
on BPS and PPS metrics. However, we treat both classes of attacks the same when it comes to mitigation.
Using a different mitigation approach for the protocol attacks and other types of attacks could be considered.
The NaWas is an available option here since the AMS-IX network connects directly to it. This would involve
automatic redirection to the NaWas for identified attacks, and re-routing to the customer network once the
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traffic is scrubbed. Additional detection metrics on layer 4 in our threshold-based detection as well as pattern
matching would be beneficial to detect more advanced DDoS attacks.
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