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Abstract

Network Topology Discovery is the process to automatically generate
a network topology. For example, by detecting the connected devices
by sending messages on the wire. This paper focuses on the usage of the
Link Layer Discovery Protocol for the discovery of the physical (Ethernet)
topology and how to correlate that information with topology information
of other layers. Both a theoretical and a partial practical approach of
correlating the different layers is covered.

In a modern network, protocols and technologies that do virtualization,
aggregation and pruning of links and devices must be taken into account
to be able to correctly correlate the different topologies.

It is relatively easy to create a topology based on the information that
LLDP provides. Tests in the production network of SURFsara showed
that LLDP is configured on most of the devices which make it a useful
protocol to do topology discovery in heterogeneous networks.

The Simple Network Management Protocol is used to retrieve all topol-
ogy information, which has proven to be a reliable method. The informa-
tion found in the different Management Information Bases (MIB) can be
linked back to a single interface index value, which makes it possible to
correlate the information with other layers. Vendors tend to use propri-
etary solutions and they often place that information in a vendor-specific
MIB. Although within this research the main focus is on the usage of
standardized MIBs, vendor-specific MIBs should allow for the mapping of
protocol information to the interface index.
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1 Introduction

Network Topology Discovery is the process of automatically generating a net-
work topology. For example, by detecting the connected devices by sending
messages on the wire. It has many applications such as inventory management,
monitoring, visualization and path finding.

Models that describe the working of computer networks often distinguish
different functional layers. As a consequence, Network Topology Discovery can
be done on different layers of the network. The physical topology, for example,
gives an overview of the physical interconnections between all devices in the
network. The logical topology displays the data flow between devices according
to the protocols that are used on the different functional layers. Examples are
Ethernet, which operates on the Open Systems Interconnection (OSI) Data Link
layer, or Internet Protocol (IP), which operates on the OSI Network layer.

RFC 2922 [7] describes a Physical Topology Management Information Base
(PTOPO-MIB) that can contain information about the physical topology of the
network. However, it does not describe a method to do topology discovery and
how to fill the PTOPO-MIB. Most manufactures of network devices have their
own proprietary protocols such as Nortel Discovery Protocol (NDP), Cisco Dis-
covery Protocol (CDP) and Foundry Discovery Protocol (FDP) for this purpose.
Despite of the existence of a standardized way to store physical topology infor-
mation, manufactures commonly use the proprietary management information
base (MIB) objects that are associated with the previous mentioned protocols.

In 2005, the first version of the IEEE 802.1AB [20] standard was ratified
and subsequently updated in 2009. This open standard describes a protocol
called Link Layer Discovery Protocol (LLDP) that is meant to facilitate multi-
vendor interoperability to discover the physical topology of IEEE 802 local area
network (LAN) environments and to make this information available in a stan-
dardized way. Although LLDP has its own MIB objects, the PTOPO-MIB is
supported by LLDP for backward compatibility reasons. Manufacturers are
adopting LLDP, but it is unclear if enough devices already support it to use it
in practice.

1.1 Related work

A lot of research has already been done on Network Topology Discovery. Differ-
ent methods to do IP topology discovery are compared in [19]. When supported
by all network devices, information gathered with Simple Network Management
Protocol (SNMP) gives the most accurate and fastest results. Another, even
faster approach that uses Open Shortest Path First (OSPF) information gath-
ered with SNMP is described in [21].

Topology discovery of Ethernet networks is sometimes closely related to what
is called physical topology discovery and those two terms are often interchanged.
However, many methods [5] [6] [10] discover only the active Ethernet topology
which does not give a complete picture of the whole physical network. Although
the terms are interchanged, one should realize the differences between physical
topology discovery and topology discovery of Ethernet networks.

OSI layer one and two devices are transparent to their surroundings. They
forward network packets but cannot be addressed directly. Because of this and
because the protocols that are designed for physical topology discovery are often
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proprietary, most research on physical topology discovery and Ethernet topol-
ogy discovery are based on information gathered from the Address Forwarding
Tables (AFT) of switches [5] [6] [10] [12] [13]. Another approach, described
in [8], circumvents the stated problems by using software agents on end devices
to discover the topology of the Ethernet network.

LLDP has not really caught the attention of researchers. Perhaps this is
because it is relatively new and cannot be used in heterogeneous networks with
older devices. Also the correlation between topology discovery information on
different layers is hardly done. However, there is a paper [18] that describes
how the layer two and layer three topologies can be combined.

Another thing that stands out is that most research on topology discovery is
based on the use of relative simple networks based on Ethernet and IP. However,
current networks use many other protocols and technologies that influences the
network topology. Examples are Link Aggregation, Virtual Local Area Network
(VLAN) and Virtual Routing and Forwarding (VRF).

1.2 Research question

What are the challenges with the correlation of physical topology information
based on LLDP and logical topology information?

1.3 Working hypothesis

LLDP is mature enough and widely implemented which makes it a useful proto-
col for topology discovery in modern heterogeneous network environments.

All information needed to correlate the different network topology layers is avail-
able in the Management Information Base (MIB) of network devices.

1.4 Outline

Before discussing the theory behind topology discovery, we first look at the
definitions in section 2. In section 3 LLDP is studied more closely. Within this
research the reference topology is created with LLDP. Especially of interest
are the situations where LLDP could produce wrong topology information. In
section 4 the logical topology layers are looked at more closely in a theoretical
manner. In section 5 the information structure is discussed on how to store
the topology information that is retrieved from the MIB and how that can
be correlated. Whereas in section 5 the information structure is discussed, in
section 6 we look at how the information can be extracted from the management
information base and how that information can be interpreted. An overview of
our findings can be found in section 7, followed by a conclusion in section 8.

2 Topology Discovery

2.1 Physical topology definition

As already touched in section 1.1, the terms physical topology and Ethernet
topology are often interchanged. Dependent on ones viewpoint and the context
that is set, those two can be closely related. This is the case with Ethernet
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switches that are connected with each other via normal Ethernet links. How-
ever, when lower layer technologies are introduced, such as Wavelength-division
multiplexing (WDM) which is a technology to multiplex multiple optical signals
onto one fiber, the physical topology and Ethernet topology are not that sim-
ilar anymore. The physical locations of devices and cables can also be seen as
physical topology information. This is also information that is not part of the
Ethernet topology. To avoid confusion, the definition of physical topology that
is used in the context of this paper is more clearly explained in this section.

LLDP is used in this paper as a basis to correlate network topology infor-
mation. The IEEE 802.11AB [20] standard that describes LLDP does use the
term physical topology quite often when it explains its goals and capabilities.
This is maybe the most important reason to not try to avoid this term within
this paper. However, it might be clear that the topology that is discovered with
LLDP does not encompass all possible definitions of physical topology. When-
ever the term physical topology is used within this paper, it must be put in the
context of LLDP. This is why the definition of physical topology defined in the
IEEE 802.11AB [20] standard and stated below is applicable within this paper.

Physical network topology: The identification of systems, of IEEE 802 LAN
stations that compose each system, and of the IEEE 802 LAN stations that
attach to the same IEEE 802 LAN.

2.2 Network layers

Computer networks can be complex. To make this complexity more manageable,
they can be divided in functional layers. Network protocols operate on one or
more functional layers and can be stacked on top of each other. They can be
seen as building blocks that implement specific functions that can be combined
with other protocols to create powerful applications. IP, for example, is not
very useful on its own. However, combined with other protocols, it forms the
foundation of the internet.

A frequently used model to describe the working of computer networks is the
OSI reference model [3]. The OSI model contains seven layers. Each layer has
a defined set of functions. Each layer can only interact with the layer directly
above and beneath it and with the equal level layer of another system. A layer
provides a service to the layer above it and depends on the service provided by
the layer beneath it. Network protocols situated on a specific layer implement
the functionality that is defined for that layer.

Another model that is often compared with the OSI model is the Transmis-
sion Control Protocol/Internet Protocol (TCP/IP) model [9]. In contrast to
the OSI reference model, the TCP/IP model is an implementation model that
was created to describe how the already implemented TCP/IP protocol stack
worked. The OSI reference model was created to be used as a framework to
build the OSI protocol stack. The TCP/IP model has only four layers which
are less restrictive than the seven layers of the OSI model. The layers of the
OSI and TCP/IP models are displayed in figure 1.

Although the OSI and TCP/IP models are great to learn about networking,
they have some limitations which make them often not suitable to create a
detailed view of all functional layers of complex networks. Protocols do not
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Figure 1: The OSI and TCP/IP models

always correctly fit one of the defined layers and can be stacked in various ways
that do not follow the strict layer hierarchy.

Computer networks are also often depicted in the form of graphs. The basic
elements of a graph, vertices and edges, are too limited to display all functional
layers of complex networks. However, by introducing labels, colors and clustered
elements, more detail can be given. The downside of graphs is that they can
become cluttered quite rapidly which defeats its purpose of creating a clear
overview of the whole network.

To overcome the limitations of basic graphs and the OSI and TCP/IP models
to represent computer networks, the ITU-T created the ITU-T G.800 recom-
mendation. This recommendation defines functional elements that can be used
as building blocks to represent complex multi layer networks. The ITU-T G.800
recommendation does not have a fixed number of layers as the OSI model does,
but describes adaptation and termination functions that are used to connect
different layers.

3 Topology based on LLDP

The link layer discovery protocol allows devices attached to an IEEE 802 LAN to
advertise its system’s information and capabilities to other devices on the same
LAN. The information fields in an LLDP frame are contained in an LLDP Data
Unit (LLDPDU) as a sequence of variable length elements, that each include
type, length, and value fields (known as TLVs). Table 1 describes each TLV
element. As show in table 2, each LLDPDU contains the following four TLVs, it
may contain zero or more optional TLVs, and is followed by an TLV indicating
the end of the LLDPDU. The concatenation of the chassis ID and the port
ID form the MAC service access point (MSAP). The MSAP is an identifier to
identify a port/agent to an associated device.

Table 1: Type, length and value (TLV)

Field Description
Type Identifies what kind of information is being sent
Length Indicates the length of the information string in octets.
Value Value is the actual information that needs to be sent
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Table 2: LLDP Data Unit

Chassis ID TLV
Port ID TLV
Time to Live TLV
Optional TLVs
End of LLDPDU TLV

As mentioned before, all TLVs are placed in a single LLDPDU. The LLDPDU
is then transmitted to its neighbour. For each port their is an instance of an
LLDP agent. When there is more than one media access control (MAC) ad-
dress configured to a port, then there is one instance of an agent for each MAC
address. The IEEE 802.1AB Standard recommends an interval of 30 seconds
between each transmission, but this may be changed, depending on the device.

3.1 LLPD operational modes

LLDP is a unidirectional protocol. An LLDP agent can transmit information
associated with its MSAP. An LLDP agent can also receive information of a
system associated with a remote MSAP. LLDP allows the transmitter and the
receiver to be separately enabled. This allows a device, for example, to receive
LLDP information of its neighbours, but does not transmit its local information
to its neighbours.

3.2 Management Information Base

LLDP needs a place to store the information it receives from its neighbours and
this is provided by means of the MIB. LLDP uses well defined MIB objects and
they are well structured. The MIB information can be retrieved using the LLDP-
MIB [20, sec. 11.5]. The LLDP MIB is divided into two major parts. Firstly,
there is mandatory basic MIB. This MIB holds all mandatory information of
the local device and from its neighbours. Secondly, there is the organizational
part, which may contain zero or more organizational specific MIBs.

3.3 Uniquely identifying each device

When describing a topology it is imported that each device can uniquely be
identified within the topology. LLDP does not provide a (globally) unique
identifier to identify a device. However, LLDP mandates the use of a chassis
ID field with the soul purpose of being the chassis identifier [20, p. 5], and that
makes it the best choice to identify each device. There are 7 chassis ID subtypes
and each subtype indicates the basis of the chassis ID. Table 3 gives an overview
of the possible subtypes and their references. An important observation that
needs to be made is, depending on the vendor, that the administrator sometimes
can decide which subtype is used, and with certain subtypes it is also possible
to fill in the information that the chassis ID holds. Because of this reason it is
important that within an administrative domain the subtype is chosen carefully
to be certain that the chassis ID is unique.
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Table 3: Chassis ID subtype enumeration

ID subtype ID basis Reference
0 Reserved
1 Chassis component EntPhysicalAlias when entPhysClass

has a value of ‘chassis(3)’ (IETF RFC
4133)

2 Interface alias IfAlias (IETF RFC 2863)
3 Port component EntPhysicalAlias when entPhysical-

Class has a value ‘port(10)’ or ‘back-
plane(4)’ (IETF RFC 4133)

4 MAC address MAC address (IEEE Std 802)
5 Network address networkAddress a

6 Interface name ifName (IETF RFC 2863)
7 Locally assigned local b

8-255 Reserved

anetworkAddress is an octet string that identifies a particular network address family
and an associated network address that are encoded in network octet order. An IP address,
for example, would be encoded with the first octet containing the IANA Address Family
Numbers enumeration value for the specific address type and octets 2 through n containing
the address value (for example, the encoding for C0-00-02-0A would indicate the IPv4 address
192.0.2.10).

blocal is an alpha-numeric string and is locally assigned.

IEEE Std. 802.1AB-2009

3.4 Multiple neighbours on a single port

LLDP supports multiple neighbours on a single port. The total amount of
neighbours is not infinite and this needs to be taken into consideration when
describing the topology. LLDP can also falsely interpret other devices as being
neighbours.

3.4.1 Unmanaged network switches

LLDP supports three destination MAC addresses [20, p. 19]. Table 4 gives an
overview of these address.

When LLDP sends a LLDPDU to one of these addresses and the destination
device is aware of these protocols, than these address are only forwarded when
allowed by the specifications. The MAC address 01-80-C2-00-00-03, which is
associate with the nearest bridge, is the most commonly used and is recognized
by all types of bridges. However if a device (e.g. NON 802.1D layer two switch)
does not recognize the destination address as reserved, it may very well forward
the address to all its other ports. 802.1D [2] is the IEEE MAC Bridges standard,
which includes bridging, STP and others. Unmanaged switches typically do
not support this standard. When multiple devices are interconnected through
such a device then this could easily lead to confusing when one looks at the
neighbouring information found in the LLDP MIB. Figure 2 shows how three
devices are all connected to a NON IEEE 802.1D switch. All three devices both
send and receive LLDP information. Because the switch forwards the LLDPDU
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Table 4: MAC addressess used by LLDP

Nearest bridge 01-80-C2-00-00-0E Propagation constrained to a single
physical link; stopped by all types of
bridge

Nearest non-
TPMR bridge

01-80-C2-00-00-03 Propagation constrained by all
bridges other than TPMRs; in-
tended for use within bridged
networks

Nearest Cus-
tomer Bridge

01-80-C2-00-00-00 Propagation constrained by cus-
tomer bridges; this gives the same
coverage as a customer

IEEE Std. 802.1AB-2009

MAC to all other ports, each device now sees all the other devices connected
to the same switch. From an LLDP perspective, all devices are now directly
connected and are seen as each others neighbours, as seen in figure 3.

Figure 2: Topology in reality Figure 3: Topology as seen by
LLDP

3.4.2 Number of neighbours

According to the IEEE 802.1AB-2009 Standard [20], the amount of space needed
in the LLDP remote system MIB is beyond its scope. It may not always be
possible to add a neighbour to the system MIB with limited memory. The
standard describes the following three possible methods of handling this type of
situation, it is up to the vendor on how to implement a solution to this problem:

a) Ignore and not process the new neighbour’s information.

b) Delete the information from the oldest neighbour(s) until there is sufficient
memory available to store the new neighbour’s information.

c) Randomly delete neighbours until there is sufficient memory available to
store the new neighbour’s information.

Although the implementation of the solution to this problem lies outside the
scope of the IEEE 802.1AB-2009 Standard, it is necessary for the implementa-
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tion to keep track of the situation when it occurs. LLDP does this by prop-
erly updating the variables tooManyNeighbors and tooManyNeighborsTimer.
The variable tooManyNeighbors identifies when there is insufficient space in the
LLDP remote system MIB to store information from all active neighbours. The
variable tooManyNeighborsTimer indicates the minimum time this condition
exists.

3.5 LLDP and security

Security has not been the main topic of this research, but it does have an
important role when automated topology discovery is been used. The issue
with security can be divided into two parts:

1. SNMP versions prior to SNMPv3

2. LLDP data between devices

SNMP versions prior to SNMPv3 Older versions of SNMP do not provide
adequate security. SNMPv3 is needed to ensure that sufficient cryptography and
authentication is used for access to a specific MIB. Using older versions of SNMP
than SNMPv3 could lead to leakage of sensitive information, unprivileged access
and alteration of data on the wire. Although LLDP itself is not responsible for
the choice of the SNMP version used, it should be taken into consideration.

LLDP data between devices When a device that supports LLDP is en-
abled, it simply starts transmitting system information to all neighbours it is
connected to. This makes LLDP very easy to implement, since it requires little
or no configuration. LLDP makes a few assumption regarding the security and
depends on the network administrator to address these assumptions. First, the
LLDPDU packets are sent in the clear. LLDP makes no use of encryption or
authentication. It simply sends its information on the wire. Second, LLDP does
not verify the source of the LLDP information it receives from its neighbours.
This could allow LLDP to process wrong topology information or hide certain
events of happening. The latter could potentially lead to bigger problems when
topology discovery is used for monitoring purposes.

A more complete overview of security considerations that need to be made
when using LLDP can be found in the IEEE 802.1AB Standard [20, sec. 11.4]

4 Logical Topologies

In this section, different logical topologies will be discussed and compared with
each other and with the physical topology that is discovered with LLDP. The
main topology layers discussed are the Ethernet topology and the IP topology
which respectively correspond to OSI layer two and OSI layer three. However
there are a lot of other protocols and technologies that operate on the same
layers and do have (a big) influence on the topology. One way to deal with this
is to create more (sub)layers but this does not always work very well.

Another way to deal with this is to classify these protocols and technologies
according to their core behavior [11]: virtualization, aggregation or pruning.
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These core behaviors can operate on links or devices and on different OSI layers.
Table 5 gives an overview of the classification of some protocols and technologies
that influence the topology in certain ways.

Table 5: Classification of technologies and protocols that influence the topology

Protocol / Technology Behavior Device / Link OSI Layer
LACP Aggregation Link Layer two
STP Pruning Link Layer two
VLAN Virtualization Device Layer two
VLAN tagging (802.1Q) Virtualization Link Layer two
VRF Virtualization Device Layer three

4.1 The reference network

Figure 4: The physical topology discovered by LLDP

The reference network that will be used within this section is displayed in
figure 4. It shows the devices and interconnections that are discovered by LLDP.
The double arrows depict the LLDP messages that are sent by each device. The
names of the interfaces that connect the devices are also shown. The letter on
each device represents the chassis ID (MAC address) of that device. Devices A,
B, C and D are layer two switches. Devices E, F, G and H are routers.

4.2 Ethernet and the Spanning Tree Protocol

Ethernet is a family of protocols that is the standard MAC in wired LANs. In
modern Ethernet LANs, end-devices are interconnected with each other through
switches, which are in essence multi-port bridges. Ethernet works on the phys-
ical and data link layers of the OSI model. An Ethernet LAN is also called a
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broadcast domain because all devices in an Ethernet LAN can reach each other
by sending a packet to a special broadcast destination address. Devices that do
not forward Ethernet frames and operate on the network layer and above can
be seen as end-devices in an Ethernet LAN. Routers form boundaries between
Ethernet LANs and do not forward Ethernet frames.

End-devices in an Ethernet LAN communicate with each other by their MAC
address. A switch learns the MAC addresses that are associated to a specific
port by looking at the source MAC address of Ethernet frames that are arriving
at that port and stores this information in an Address Forwarding Table (AFT).
When the destination MAC address of an Ethernet frame is not yet stored in
the AFT, a switch does not know how to forward that Ethernet frame. In this
case, a switch will act like a hub and flood the Ethernet frame out of every
port except for the port it arrived on. Ethernet and the bridging operation are
respectively described in IEEE 802.3 and IEEE 802.1D.

Figure 5: The active Ethernet topology

As already described in section 1.1, most research on topology discovery of
Ethernet LANs focuses on the AFT [5] [6] [10] [12] [13]. The use of AFTs to
create the topology of an Ethernet LAN has some downsides. One downside
is that those algorithms cannot guarantee a correct topology in every situa-
tion. Another downside is that AFTs are often not complete. It is proven that
topology discovery with incomplete AFTs is an NP-hard problem [13].

Figure 5 shows the active Ethernet topology of the reference network. The
green links between the devices form the spanning tree. The red dots are inter-
faces (Gi0/4 on switch C and Gi0/5 on switch D) that are blocked by Spanning
Tree Protocol (STP) to prevent loops within the Ethernet LAN.

Because of the way LLDP works, the physical topology discovered by LLDP
and the active Ethernet topology are not very different. This is why LLDP can
be used as a basis to discover the active Ethernet topology without the need for
reading out the AFTs of switches.

Without the help of some other protocol, the chance of Ethernet frames
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endlessly looping through an Ethernet LAN is very big when there are multiple
paths to the same destination. To prevent this, STP has been invented. STP
creates a spanning tree in the Ethernet LAN by blocking one interface of each
link that forms a redundant path. The active Ethernet topology, which shows
the data flow on this layer, can be created by combining STP information with
the topology discovered by LLDP. STP and an improved version called Rapid
Spanning Tree Protocol (RSTP) are described in IEEE 802.1D.

4.3 Link Aggregation

Link Aggregation [1] is a form of inverse multiplexing where several links are
combined to create a higher bandwidth virtual link. A virtual interface is created
on the devices on both sides of the links and associated with the interfaces that
one wants to aggregate. LLDP will still discover all physical links between the
devices but STP will use the virtual interface to calculate the spanning tree.
This means that only the virtual, aggregated link should be visible in the active
Ethernet topology. Although it might look like a small issue, it can be important
with automated topology discovery. Besides the fact that the higher capacity
aggregated link will not be displayed, the resulting topology will appear to
contain one or more loops because the aggregated interfaces do not have STP
information.

Figure 6: Topology differences with Link Aggregation

An example of the topology differences when Link Aggregation is introduced
is shown in figure 6. The first pair of switches displays the physical topology
with the double arrows that depict the LLDP messages that are exchanged. The
second pair of switches displays the aggregation of the two links with the two
dotted circles. The third pair of switches displays the active Ethernet topology.
It shows only one (aggregated) link. Note that the interface name is changed
to ’VL1’ to emphasize the fact that it is a virtual link.

4.4 Virtual Local Area Networks

An Ethernet LAN consists of one broadcast domain. This can have consequences
in terms of performance and security. The use of VLANs [4] is a way to partition
an Ethernet LAN in multiple isolated broadcast domains. There are two ways
in which this virtualization is achieved. The first one is by assigning interfaces
to a specific VLAN. Each switch stores a table with an interface to VLAN
mapping. When an Ethernet frame arrives on an interface, it can only be
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forwarded through another interface (and its associated physical port) that is
a member of the same VLAN. This means that Ethernet frames belonging to
only one VLAN are allowed on a specific link. Note that VLAN membership
of an interface and the corresponding link is only locally maintained. It is very
well possible that an interface on a switch is a member of VLAN 10 while the
interface on the other side of the link is a member of VLAN 20. This might be
a configuration error or a way to do VLAN translation.

Another way to isolate each VLAN is by adding a VLAN tag to an Ethernet
frame. In this manner, more VLANs can share the same link. A port that
is associated with a link that carries tagged Ethernet frames is often called a
trunk port. In the same manner, a port that is a member of a specific VLAN
is called an access port. With tagged Ethernet frames, the VLAN membership
of the (virtual) link is maintained. When a tagged Ethernet frame arrives on
a trunk port, the tag is removed and the Ethernet frame is forwarded through
an interface (and its associated physical port) that is a member of the same
VLAN. This also includes other trunk ports that are configured to carry tagged
Ethernet frames associated with that VLAN.

The concept of VLANs introduces other concepts that are related to VLANs.
The best way to think about VLANs is that it creates multiple separate Ethernet
LANs. This means that a switch that is configured with multiple VLANs is
actually a group of virtual switches, one for each VLAN. Access ports that
are a member of a specific VLAN are connected with the virtual switch that
is associated with that VLAN. A trunk port is connected with every virtual
switch that is associated with the VLANs it is configured for.

A router interface can also be configured to support a trunk link, although
in a different way as with a trunk port on a switch. A virtual interface, also
often called a sub-interface, should be created for each VLAN that is configured
on the trunk. These sub-interfaces can be configured with an IP address and
accept the tagged Ethernet frames that are associated with the VLAN they are
configured for. In this way, a router is able to route packets between different
VLANs.

Another device that can do inter-VLAN routing is a layer three switch or,
more general, a multi layer switch. This device combines switch and router
functionality. Besides a virtual switch for each VLAN, it also contains a virtual
router. This virtual router has one virtual interface for each VLAN that is
attached to the virtual switches associated to those VLANs. In Cisco parlance,
these virtual interfaces are called Switch Virtual Interface (SVI)s. In Juniper
parlance they are called Routed VLAN Interface (RVI)s. SVIs and RVIs can be
configured with an IP address but may not be confused with a sub-interface on
a router. A sub-interface is associated with one physical port while an SVI or
RVI is associated with all ports that belong to a specific VLAN.

Just like with a normal Ethernet LAN, loops can occur within VLANs and
a protocol is needed to prevent this from happening. STP and RSTP can work
together with VLANs but can create some problems when all VLANs are not
configured to use the same links between switches. After all only one spanning
tree is created for all VLANs. To resolve this issue, Cisco developed Per-VLAN
Spanning Tree Plus (PVST+) and Rapid PVST+ to create one spanning tree for
each VLAN. Multiple Spanning Tree Protocol (MSTP) [4] is an open standard
that can create multiple spanning tree instances. Each VLAN can be associated
with one spanning tree instance.
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Figure 7: VLAN topology

With a simple Ethernet LAN, one has only to combine the topology discov-
ered by LLDP with information about STP or RSTP and Link Aggregation to
create a correct topology, while one should take account of many more elements
when a more complex Ethernet LAN that consists of two or more VLANs is
used. All access ports on switches should be related to a VLAN. The same is
true for SVIs and RVIs. VLAN membership of trunk ports and sub-interfaces on
routers should be identified. Sub-interfaces should also be related to a physical
port. Spanning tree information derived from STP, RSTP, MSTP or any other
similar protocol should be associated with each interface associated with an ac-
cess port. Trunk ports on switches should receive spanning tree information for
every VLAN that it is associated with.

Figure 7 shows the topology of the reference network when VLANs are in-
troduced. The reference network is a relative simple example and contains only
two VLANs, no multi layer switches and only one trunk link between switch D
and router E. It should be clear that more complex topologies can be created.
The dotted rectangles represent the borders of a physical device that consists
of several virtual devices. VLAN 3 and 5 on switch C do use different links to
connect to switch D. Because STP is used and the interface on switch C that
connects VLAN 5 with switch D is blocked as a result, router G is disconnected
from the rest of the network.

4.5 Internet Protocol

The IP protocol (both version 4 and 6) works on the network layer of the
OSI model. End-devices communicate with each other by their IP addresses.
Routers and multi layer switches forward IP packets to the destination IP ad-
dress of a packet by looking up the next hop neighbour with the shortest route
to the destination in their routing table. Besides the IP address of the next
hop neighbour, routers and multi layer switches should also know which local
interface to use to forward the packet. The next hop IP address should be also
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be translated to a MAC address for the packet to be able to cross the local LAN
and reach the neighbour.

To build an IP topology, the routing table can be consulted to read out the
next hop IP addresses and the corresponding local interfaces. However, not all
routes refer to a next hop neighbour. There are four different types of routes
that can be distinguished: direct, indirect, invalid and other. Only the indirect
route types refer to a valid neighbour. The direct routes refer to the local device.

The relationship between neighbours on the IP layer is in comparison with
LLDP not always as solid. With dynamic routing protocols there is active
communication between neighbouring routers but routes can also be configured
manually. In this case, one cannot be sure if the neighbour exists and if com-
munication with that neighbour is possible. IP neighbour relationships are also
unidirectional. Return traffic does not have to take the same path back and it
could very well be that a router does not have a route to another layer three
device from which he receives traffic from.

Figure 8: IP topology

To identify a neighbour, one cannot rely on the next hop IP address alone.
In some cases, one IP address is assigned to multiple devices. With only an IP
address, it is also not possible to determine if the potential neighbour is con-
nected to the same LAN. A solution for this could be to read out the Address
Resolution Protocol (ARP) table to translate the IP address to a MAC address
and use the combination of these two addresses to check if the neighbour rela-
tionship really exists. However, the ARP table is not a reliable source because
the information in this table can be aged out when the communication has
stopped for a while. Another solution is to make use of neighbour tables build
by routing protocols such as OSPF but this does not work for static routes.
A more reliable solution is to do path finding on a lower layer to check if the
potential neighbour is connected to the same LAN.

When the above issues are taken care of it is relatively easy to correlate the IP
topology with the active Ethernet topology. The interfaces of the neighbouring
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routers that are configured with an IP address should also have been discovered
with LLDP. Some extra logic is needed when VLANs are used because multi
layer switches and routers may use virtual interfaces that are not discovered
with LLDP. The SVI or RVI from a multi layer switch should be traced back to
a physical interface that is connected with the same LAN as the IP neighbour.
The same applies for sub-interfaces on routers.

Figure 9: Complete topology

Figure 8 displays the IP topology of the reference network. Both routers F
and H are connected with router E and the other way around. This is depicted
by the blue lines with the double arrows. There is also a red dotted line drawn
between router G and E and router G and H. This is done because of the
problem with the blocked port that has already been shown in picture 7. When
a dynamic routing protocol is used on all routers, router G and E and router G
and H would not be neighbours. When static routes are configured between the
mentioned routers the result would be different. Theoretically, router G and E
and router G and H are neighbours in that case because they have routes to each
other. However, they would not be able to forward traffic to each other because
one interface on the path is blocked. This is a nice example on how those layers
interact with each other and on how a lower layer affects a higher layer. Figure
9 displays a combination of the OSI layer two and three topologies.

5 Correlation

This section discusses how the information gathered by SNMP from the MIB
can be structured into a data structure that allows for correlating the different
layers. The data structured is created in the form of an Entity Relationship
Diagram (ERD). The principal behind this ERD is that the information model
can be extended with other protocol information. To accomplish this, a database
was designed to provide a basis on which future protocols and information could,
relative easy, be added in the form of tables. When the ERD is implemented
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in a database and the tables are populated with their corresponding data, the
correlations can be made by means of the Structured Query Language (SQL).
Figure 10 shows the ERD of the database as it is implemented. In the following
sections the ERD is further explained. The next chapter discusses how the
information found in the MIB can be retrieved and interpreted.

Figure 10: Database design

5.1 LLDP

The four top tables, all starting with lldp, hold the minimal information to
describe the topology based on the LLDP information. Each LLDP device
has zero or more local ports and zero or more remote ports. Both are stored
in the lldpLocPort and lldpRemPort tables respectively. LLDP only fills local
port information when there is an active link connected to it. Remote port
information is only filled when a neighbour sends LLDP information on that
link. The lldpNeighbour table is populated with links between local ports and
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remote ports. Each local and report port is, of course, related to a device. The
reason why the lldpLocPort and lldpRemPort are separated, is because it is
possible for a device to see its neighbours, but that it is not possible to read
out that neighbour’s MIB directly. This could be because SNMP read access is
not allowed to that particular device, but it does send LLDP information to its
neighbours to which there is read access to the LLDP MIB.

When it is possible to read out the local port information from a device, it
is possible to find the associate interface index. Therefore the Interface table
can be filled based on the correlation made between the LLDP local port and
the interface index.

5.2 STP and IP

With LLDP filling the Interface table, it is now possible to correlate other
protocol information to the interface index. Both the STP MIB and the IP
MIB have object identifier (OID)s for mapping their local MIB indexes to their
associate interface indexes.

5.3 Interface

For different layers and protocols to be correlated, it is imported how these
are linked within the device and how this information is available in the MIB.
According to RFC 1213 [16], each interface, be it virtual, physical etc, should be
assigned a unique number and it must stay the same from one re-initialization
to the next re-initialization. It is important to clarify that the interface index
does not necessarily correspond to a physical port on the device. Extra steps
need to be made in order to make this relation.

In the current database design the Interface table is filled based on the cor-
relation between the LLDP local port and the interface index. The information
model is designed such, that is should be possible to fill the Interface table
by means of other methods. This method makes this model more flexible and
allows for future extensions.

6 Implementation

This section addresses some of the solutions and challenges of describing a topol-
ogy based on the information that is gathered from the SNMP MIB. Considering
the complexity of how protocols interact, it is of paramount importance to have
a true unique identifier that is linked to an interface. The interface index, as
described in RFC 2863 [15], is used for this purpose. The interface index holds
a central position for linking different kinds of information from different MIBs
to that of a single interface.

Describing a topology, solely based on information gathered via SNMP can
be a daunting task. Standardization has led to some well defined guidelines
for vendors to follow. But as soon as more complex protocols are used, many
vendors return to proprietary solutions. These protocols are not included in the
implementation, but of main importance is that the implementation of these
protocols should always allow for a solution to be mapped to the interface index.
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The correlations between the different protocols and the interface index are
only shown for the minimal information required. General information like
system name or interface name, to name a few, follow the same procedure like
the steps described below. For a detailed overview of the available MIBs used
in the proof of concept (PoC) 1, can be found in appendix B.

6.1 Reading out SNMP data

The PoC implementation of the automated topology discovery makes use of the
standard SNMP tools provided in the Debian package repository. The following
command syntax is used to extract the needed information:

snmpwalk -On -Oe -PR -Ih -v VERSION -c COMMUNITY_STRING ADDRESS OID

6.2 Mapping LLDP to the interface index

Each LLDP OID needs to be linked together using the MIB index. This MIB
index is only relevant within the context of a specific MIB and on a specific
device. Each OID returns zero or more results, depending on the OID, and
concatenates the MIB index to the LLDP OID. Other information can also be
concatenated to the LLDP OID, therefore it is important to understand the
structure of all relevant OIDs.

6.2.1 Port ID subtype

Linking the LLDP port ID with an interface index need be done in three steps.
First it is important to look at the subtype of the port ID. This information
can be retrieved using the LldpPortIdSubtype MIB object, which returns a list
of all LLDP interfaces on which LLDP is active. Table 6 shows an example of
port ID subtype 5 [20, p. 28] , which refers to the interface name.

Table 6: LLDP port ID subtype

Base OID MIB index Type Value
.1.0.8802.1.1.2.1.3.7.1.2 .24 INTEGER 5

6.2.2 Port ID

The next step is to retrieve the port ID and linking this to the subtype. The
lldpLocPortId OID returns a list of all interfaces with the corresponding MIB
index and the port ID value. Depending on the port ID subtype, the SNMP
string returned can contain different data types. Table 7 shows an example of
a port ID with a string value.

Table 7: LLDP port ID

Base OID MIB index Type Value
.1.0.8802.1.1.2.1.3.7.1.3.1 .24 STRING Gi0/24

1https://github.com/SNE-RP1/Topology_Discovery
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6.2.3 Interface index

Finally, the port ID can be mapped to the interface index, as shown in table
8. Depending on the port ID subtype, a different OID needs to be queried in
order to get the interface index. Continuing on the examples provide in table 6
and 7, a lookup for the interface index can be done using the MIB OID ifName
from the IF-MIB [15]. The structure slightly differs than that of the of the
information returned by the LLDP OIDs. The interface name is returned in the
value field and the interface index is concatenated to the base OID.

Table 8: Mapping the LLDP port ID to the interface index

Base OID MIB index Type Value
.1.3.6.1.2.1.31.1.1.1.1 .10124 STRING Gi0/24

With these three steps it is possible to map the LLDP port ID to the inter-
face index. The interface index is needed to correlate other layers with LLDP.
In some cases the port ID has a locally assigned value, therefore there is no
guarantee that the port ID can always be mapped to the interface index. This
would have a serious drawback, since it would then be very hard to correlate
LLDP with anything else.

6.3 Mapping STP to the interface index

For the mapping of the spanning tree protocol to the interface index, the stan-
dardized MIBs BRIDGE-MIB [17] and IF-MIB [15] are used to read out the
STP information. The BRIDGE-MIB only provides information on standard
STP and RSTP. The reason for this is that there are different variants of STP,
such as Cisco’s Per-VLAN Spanning Tree (PVST) and Juniper’s VLAN Span-
ning Tree Protocol (VSTP), and these protocols are proprietary. The main
drawback of not using the proprietary MIBs is that a lot relevant information
is lost. Both PVST and VSTP, provided as examples, are used to incorporate
with VLANs, which is important when correlating the Ethernet layer with the
IP layer.

Mapping the STP port state information to the interface index can be done
in two straightforward steps. First the port state is read, which is linked to an
internal STP MIB index. Next the MIB index is mapped to the interface index.

6.3.1 STP port state

The port state can be read with the dot1dStpPortState OID of the BRIDGE-
MIB [17]. The information returned is the internal MIB index concatenated to
the base OID, with the current port state as its value, as shown in table 9 as
an example.

Table 9: Mapping the STP port state to the STP MIB index

Base OID MIB index Type Value
.1.3.6.1.2.1.17.2.15.1.3 .24 INTEGER 5
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6.3.2 Interface index

When the STP MIB index is known, then the interface index can directly be
retrieved. In table 10 is shown that MIB index 24 maps to interface index 10124.

Table 10: Mapping STP MIB index to the interface index

Base OID MIB index Type Value
.1.3.6.1.2.1.17.1.4.1.2 .24 INTEGER 10124

6.4 Mapping IP to the interface index

Describing the layer three topology can be done by retrieving the local interface
IP address(es) assigned to an interface and by retrieving the next hop informa-
tion from the routing tables. The MIBs as described in RFC 1213 [16] and RFC
4292 [14] are used to retrieve the relevant IP information of each interface. Be-
cause the assigned IP addresses and next hop information come from different
MIBs, it is important to note that different MIB index numbers may be used,
thus each MIB needs to translate its own MIB index to the interface index.

6.4.1 IP Address

The OID ipAdEntAddr as defined in RFC 1213 [16] is used to retrieve the IP
address associate the a specific interface. As shown in table 11, the internal MIB
index corresponds to the actual IP address that is assigned to the interface. Still
this four octet number should only be used as an internal reference and not as
the actual value. Translating the MIB index number can now be done in one
single extra step, as shown in table 12.

Table 11: Mapping IP Address to the IP MIB index

Base OID MIB index Type Value
.1.3.6.1.2.1.4.20.1.1 .10.10.10.2 IpAddress 10.10.10.2

Table 12: Mapping IP MIB index to the interface index

Base OID MIB index Type Value
.1.3.6.1.2.1.4.20.1.2 .10.10.10.2 IpAddress 523

6.4.2 Next hops

The next hop information gathered with ipForwardNextHop MIB object, shows
the neighbouring relationship with other IP layer devices. As shown in table 13,
the MIB shows a long string, which also holds the netmask for this particular
route. In this stage, routing decissions are not part of the topology description
and therefore only the value is of importance. In table 14 can be seen that the
complete MIB index as discovered above, is needed to retrieve the associated
interface index.
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Table 13: Mapping the next hop Address to the MIB index

Base OID MIB index Type Value
.1.3.6.1.2.1.4.24.4.1.4 .10.10.30.9.255

.255.255.255

.0.10.10.10.8

IpAddress 10.10.10.8

Table 14: Mapping the next hop MIB index to the interface index

Base OID MIB index Type Value
.1.3.6.1.2.1.4.24.4.1.5 .10.10.30.9

.255.255.255.255

.0.10.10.10.8

INTEGER 523

6.5 Mapping the interface index to a physical port

The interface index number itself does not necessarily corresponds with the
interface labels that can be read from the physical device. In the past it was
possible to get the physical port number by looking up the interface index. With
the introduction of the ifTable MIB it has become increasingly more difficult to
map an interface index to a physical port. The ifTable MIB is used to describe
to interface sub-layers. RFC 2863 [15] provides the ifName MIB object as a
solution to this problem.

7 Findings

7.1 LLDP usage statistics at SURFsara

Table 15 shows the current state on how LLDP is implemented and supported in
the production environment of SURFsara. The rest of the devices did not have
SNMP enabled (10 devices), or where devices maintained by external parties or
where behind a firewall (29 devices)

We were able to scan a total of 95 devices. From the devices that we were able
to be scanned, 10 reported back an error. An error can be caused by a timeout
during an SNMP read attempt, wrong SNMP version or community string, or
when a device does not support SNMP. 29 other devices were discovered because
of neighbouring information provided by LLDP. These devices support LLDP,
but were maintained by external parties and could not be read via SNMP.
Considering a total of 124 devices, just over 83% supports LLDP.

Table 15: LLDP statistics at SURFsara

Devices SNMP error SNMP
support

LLDP
support

Allowed 95 10 85 74
External parties 29 - - 29
Total 124 10 85 103
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7.2 State of information found in the MIBs

Describing the topology based on the information found in the MIB requires
that all devices support the same MIB, or that all possible MIBs are known and
can be implemented. Two variants of MIBs can be distinct. First there are the
standardized MIBs and second, there are the proprietary MIBs. Both variants
are discussed below.

7.2.1 Standardized MIBs

Standardization organizations like Internet Engineering Task Force (IETF) or
Institute of Electrical and Electronics Engineers (IEEE) create standards that
vendors can choose to support in their devices. Some of the standards are
mandatory, but others are optional. Depending on standards they are not always
implemented, which could lead to undesired results.

7.2.2 Proprietary MIBs

Some devices only have a limited set of information in the standard MIBs, while
the vendor-specific MIB contains more information. More advanced protocols,
like PVST, effectively disables the usage of the standard STP BRIDGE-MIB.
This situation also leads to the necessity of usage of proprietary MIBs.

7.3 Identifiers

Depending of the object that is needed to identify, determines the characteristics
(e.g. the uniqueness) of an identifier. Below, some of the issues when choosing
an identifier are discussed.

7.3.1 Chassis ID

When the physical topology is described by using LLDP as its basis, then the
chassis ID is meant to be used as the identifier. Within the administrative
domain in which the topology is described, it is important that the chassis IDs
are unique within the domain. As mentioned in section 3.3, the chassis ID need
not be unique. Some vendors may allow for the administrators to change the
subtype of the chassis ID, therefore it is up to the administrator to choose an
subtype that guarantees uniqueness.

7.3.2 IP address

The MIB used for learning the IP address(es) and next hop address(es) asso-
ciated with an interface, provide no further information as to which network
segment an IP address belongs. For example, when multiple network domains
are taken into consideration, it could be the case that in both networks the
same network addressing scheme is used. When the relation from device A with
device B needs to be made, then knowing only the next hop address of a device
does not suffice. Protocols like OSPF provide extra information as to which
segment a network address belongs. Without the use of extra information, then
effectively the only solution left is to use layer two path-finding. Only then
their is certainty that a device does not have a next hop in a network segment
to which their is no layer two path.
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7.3.3 Interface

For the correlation of different network layers within the topology, the interface
index has a central role. Each interface is given a unique number, which can
be used as an identifier for an interface on a particular device. RFC 2863
[15] defines how interfaces should be referenced within the device by means
of an interface index and the persitency of the index number. Most devices
do support persistent interface index numbers, and by adding or removing an
interface, the numbering could change. RFC 2863 does however require that
the interface index remains the same during operational of a device. Therefore,
it is of importance that correlating various layers and protocol information to
the interface index is done within the same operational runtime and that the
interface index cannot be trusted after re-initialization (e.g. reboot) of the
device.

8 Conclusion

In this paper we looked at the challenges with the correlation of physical topol-
ogy information based on LLDP and logical topology information.

A device configured with LLDP sends its system information to neighbouring
devices on the LAN. As long as all devices in the network support LLDP, it
is relatively easy to create a correct topology based on this information. Tests
on the production network of SURFsara showed that 83% of the devices had
LLDP configured. These results demonstrates the maturity and usefulness of
LLDP for topology discovery in heterogeneous network environments.

The active Ethernet and IP topologies are relatively straightforward to con-
struct. However, in modern networks, protocols and technologies that do vir-
tualization, aggregation and pruning of links and devices must be taken into
account to be able to correctly correlate the different topologies.

In the end, all network topology information can be linked to an interface.
The interface index is the central piece of information that is used to correlate
all topology layers. In theory, there is nothing that prevents the correlation be-
tween topology layers. However, there is a roadblock on the practical side that
makes it hard to create a tool that works in an heterogeneous network environ-
ment. This roadblock has to do with the extraction of the necessary information
from the MIB. Basic information can be gathered from standardized objects
but manufactures still use a lot of proprietary objects, even when standardized
alternatives exist.
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A Acronyms and abbreviations

AFT Address Forwarding Table
ARP Address Resolution Protocol
CDP Cisco Discovery Protocol
ERD Entity Relationship Diagram
FDP Foundry Discovery Protocol
IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force
IP Internet Protocol
LAN local area network
LLDPDU LLDP Data Unit
LLDP Link Layer Discovery Protocol
MAC media access control
MIB management information base
MSAP MAC service access point
MSTP Multiple Spanning Tree Protocol
NDP Nortel Discovery Protocol
OID object identifier
OSI Open Systems Interconnection
OSPF Open Shortest Path First
PoC proof of concept
PTOPO-MIB Physical Topology Management Information Base
PVST+ Per-VLAN Spanning Tree Plus
PVST Per-VLAN Spanning Tree
RSTP Rapid Spanning Tree Protocol
RVI Routed VLAN Interface
SNMP Simple Network Management Protocol
SQL Structured Query Language
STP Spanning Tree Protocol
SVI Switch Virtual Interface
TCP/IP Transmission Control Protocol/Internet Protocol
VLAN Virtual Local Area Network
VRF Virtual Routing and Forwarding
VSTP VLAN Spanning Tree Protocol
WDM Wavelength-division multiplexing
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B MIB objects

Table 16: Overview of MIB objects used

MIB name Object identifier Object name
IF-MIB 1.3.6.1.2.1.2.2.1.1 ifIndex

1.3.6.1.2.1.31.1.1.1.1 ifName
1.3.6.1.2.1.2.2.1.2 ifDescr
1.3.6.1.2.1.2.2.1.6 ifPhysAddress

LLDP-MIB 1.0.8802.1.1.2.1.3.2.0 lldpLocChassisId
1.0.8802.1.1.2.1.3.3.0 lldpLocSysName
1.0.8802.1.1.2.1.3.4.0 lldpLocSysDesc
1.0.8802.1.1.2.1.3.7.1.3 lldpLocPortId
1.0.8802.1.1.2.1.3.7.1.4 lldpLocPortDesc
1.0.8802.1.1.2.1.3.6.0 lldpLocSysCapEnabled
1.0.8802.1.1.2.1.4.1.1.7 lldpRemPortId
1.0.8802.1.1.2.1.4.1.1.8 lldpRemPortDesc
1.0.8802.1.1.2.1.4.1.1.5 lldpRemChassisId
1.0.8802.1.1.2.1.4.2.1.4 lldpRemManAddr

BRIDGE-MIB 1.3.6.1.2.1.17.2.15.1.3 dot1dStpPortState
1.3.6.1.2.1.17.2.5.0 dot1dStpDesignatedRoot
1.3.6.1.2.1.17.1.4.1.2 dot1dBasePortIfIndex

IP-MIB 1.3.6.1.2.1.4.20.1.1 ipAdEntAddr
1.3.6.1.2.1.4.20.1.2 ipAdEntIfIndex
1.3.6.1.2.1.4.20.1.3 ipAdEntNetmask

IP-FORWARD-MIB 1.3.6.1.2.1.4.24.4.1.4 ipCidrRouteNextHop
1.3.6.1.2.1.4.24.4.1.5 ipCidrRouteIfIndex
1.3.6.1.2.1.4.24.4.1.6 ipCidrRouterType

SBE-MIB 1.3.6.1.2.1.4.1.0 ipConfiguredFlag
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